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Preface

b

Y o -
The purpose of this -study was to determine the efficiency of the

application of the electronic mail system (INFOM4AIL) on the Defense Data
Networx (DDY¥) and then conceptualize alternatives which would improve
this efficiency. This is the first examination of the overall
afficiency of this mail system on the DDN although previous efforts had
addressed limitations in components of the system. [

The scope of this effort concentrated on the interfacing between
the various elements of the system from the terminal up through the ODN
to the electronic mail host. This efficiency analysis did vot avaluate
the DoD standard interface protocnls. Althogh this report specifically
analyvzed the electronic mail function on the DDN, it will provide
information on anv terminal communications application on the DDN.

I would 1like to thank ry adviser Maj W. Seward of the Air Force
Institute of Technology at Vright-Patterson AfD Oil, for providinz me
W#ith the essential eujdance and encouragemeat in my efforts, Also
deserving my appreciaticn for thair contrihution are ¥r C. ticrzan of the
Defense Communications Engineering Center (DCEC), in Reston, Va, for
providing the topic and sponsoring me, along with LtCdr R. Connell also
from DCEC and Dr D. Huant from Bolt Beranek and Newman Communications
Corp., in Cambridge Ma, for providing me with timely support. And
finallv, I would especially like to thank my fiancee Sherry for being
able to encourage and inspire me through our long distance telepbcne
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Apstract

The highly centralized topology of the INFOMAIL electronic mail

system, requires the transmission of inefficient packets, characteristic
of a mail session, to traverse a considerable portion of the -Defense

Data.. Network (DDN). Alternative mail syctem topologies reduce this

deficiency by distributing mail functions into network areas closer to
the users.

The common user 1/0 device for the electronic mail interacticn, the
terminal, is inefficent in its use of network transmission bandwidth.
Modification cf the curreat terminal/0DN interface would improve this
inefficiencvy particularly when more capable terminals, which could
capitalize on this modification, are being deployed.

User interaction on the DDBN from 1 network host computer is also

inefficient in 1its use of the netwerk”™s traasmission capability.
Alterations in the DDN¥/network host interface would reduce this
inefficiencv.

vii
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[. Introduction to the Efficiency Analysis of the Flectronic Mail

System (INFOMAIL) on the Defense Data Network

1.0. Packground

The Department of Defense (DoD) utilizes a computer data
transmission network Kknown as the Defense Data wetwork (DDJ) to

effectivelv employ its large data precessing resources. The ©DDXN

5
1
i

provides a communications 1link between major Dol computer systems

(hosts) throughout the world, which permits the various processing i

resources, such as batch processors and computer datahases, to be

accessed by many users regardless of location (1:1). The DDN ]
{i irchitecture, as -depicted in Figure !.0 below, connects the nstwork i
resources and users through data transmission switches called Interface i
Message Processors (IMP), which are interconnected through wideband ]
communications media. A user accesses a network host by establishing a !

connection through his supporting IMP to the IMP that provides network
connectivity to his destination system. The data traansmission techaique

for the DDN 1is packet switching, which is the quantization of user

P

information, bty the IMP, batween network users into discrete packets and

Ve

routing these units through the network. The IMPs temporarily store a

received packet and then retransmit it on the communicatioas line that

s

provides the most expeditious path to the IMP supporting the destimation

user. At this point the data is reassemblad into the source user

message and then forwarded to the destination user. The destination
user then transmits a message bacx to the source user to coafirm receipt
of the ressag: and willingness to accept another. with this versatile

q cormunications system and the proliferation of data precessing

" WP I Tl NaD WP | 2"
ol b

r
DT P




- equipment, the uses for this system are extensive. The following

paragraph summarizes some of these requirements.

. .
Bl ' " e e R o ¢ o S s a.a o aoa s SR

Communications Media

N\,\

IMP IMP

Host Terminal Host Terminal

Figure 1.0. DDN Architecture

Y SR

1.1. DDN Requirements

)

The DDN provides data transmission networking for several worldwide

v

missions from connecting the large data processing facilities of the DoD

ot

research and development community to supporting DoD command and control ‘

communications. Figure 1.1 depicts the current DDN connectivity.

Because of the defense oriented mission of the DDN, it must be able to
provide reliable communications even through times of national crisis
when normal communications might be disrupted by sabotage or direct 3

attack. Communication survivability 1is provided through the multiple i

AL L N
[

. .

A R T, U i T
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1

routing of communications paths between ItFs, thus ensuring connectivity

e
(2]

(1:8). As a1 communications path {s broken, 2an alternate path
selected hy the IMP. Alternate IMPs also provide switching redundancy

S

te the DON. The future requirements, {or the DD, sre increasing with

New users requesting connectivity. In addition, [he Depnartment of
Defense (DoD) has directad that all DoD data processirg systems and
communications networks that require a data cormunications service will
use the Defense Data Network (DON)" (2:42). This increase in the

network connectivity will pgenerata a significant amourt cf additional

network traffic.

1.2. Electronic Mail

Jne application of the DODN is the ability to provide electronic
mail service. A4 DDN user can compose an electronic message using the
composition and editing capability of his mail supporting computer, much
like a word processor. This supporting host can be accessed locallyv or
throiugh the network. T[he electronic mail is then released to traverse
the netwerk, if required, and is posted in the recipient”s mailbox.
Finally the recipient accesses his mailbox bost and reads the electreaic

mail. This form of communications is becoming quite popular in the

civilian and militarv communities as an alternative communications media

41‘

to the telephone. Several networxs have been established commercially.

B

[ lLast vear there were over 440000 clectronic mail customers sending 3¢

¢

f. million messages (3:54). 1Tt is also competitive with the postal service

.

! ; . .

- because electronic mail can be transmitted electronicallv much faster

r . ; . .

r than shipping a letter throush the mail. The nopularity cof electronic
@ mail on the DDV has its impacts as discussed in the following naragriph.

T X v, W v = T
TN . . T
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1.3. Electronic Mail Problem

In addition to the known future requirements, there is a strong
likelihood of unxnown future requirements. If the expansion of the
network, since its first operational cutovar, is any iandicatecr of the
magnitude of future requirements, the CDN will be prccvidiag service to a
significant number of additional users in the future. PHistorically, the
number of network hosts has increased by 195 every year for the last

four vears and the network traffic has increased by 307 each year. As

the advantages of interconnecting hosts into a network bhecomes more

4 apparent to users and because more data processor equipment is being

v

nurchased, the number of network hosts is orciected to ipcrease by 20% a

Lot I

year (2:19). This, in turn, creates an increase in the numbter of
oackets being transmitted through the network. In addition, electronic

mail is one of the applications of the network that is on the increase.

Currently several mail systems are operating on the network. INFOMAIL,
3 commercial electronic mail system from B8olt, Beranek, and Newman

Comrunications Corp, supports the Defense Communications Agency (DCA).

It provides the wmail functions, as previously described in paragraph
1.2. There are system inefficiencies 1In the current operation of the
INFOMAIL system on the DDN, which do not nrovide the most transmission

o

o . effective communications connectivity. The analysis of the INFOMAIL/OLN
inefficiencies was the focus of this study.

a

® l.4. Scope

[V.’ This study analyzes these specific areas of the INFOMAIL mail

d svstem and its DDN components that provide connectivity to the user:

o

3

L 1. System topology and architecture in the DDH.

. 5

L‘.
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2. System component interfacing in the DDHN.
The analysis addresses the follcwing objectives:
1. Identify and characterize the most offending inefficiencies in the
INFOMAIL system.
2. Nevelop concepts wiich can alleviate the above inefficiancies.

3. Prioritize inefficiencies identifiad, by their - ragnitude of

—
.
N
.

Study Coastraints

There are certain aspects of the INFOMAIL system, including its DQN
connectivity, which are not addressead in this study UbLecause of the
length of the software modificatican review cycle, contract limitations,
or the item is a ©DoD or international standard that dc¢ not lend
themselves to timely modificaticns. These constraints. apply tc the
following:

I, 411 communications protocols.
2. DDY software modifications.

3. DDN backbone architecture.

- 4. INFOMAIL softwara modifications.

s

b

: 1.6 Study Approach

- @

- The most pravalent area of inefficiency in any 1large system
a consisting of heterogenous elements is usually in th2 interfacing of the
b various components. This study focuses on this area. The analysis of
@

e the JNFOMAIL system was undertaken at the system and component levels.
¢

E_ The topology of tha INFOMAIL mail system on the DDW is compared to three
»:

a alternative mail system topologies against various criteria. Each
| @

o i

}l
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topology 1is aevaluated as to its affect on the DDN by applying a mail

session model, which represents the typical user/mail host interacﬁion.
Also this comparison extends into a relative cost comparison of the
acquisition and support requirements for each wmail system. The third
criteria, whbich complates the analysis, compares the different
topologies relative operational effectiveness in providing <cystem
availability and reliability. The user I/0 ianterface efficiency is also
evaluated to determine the moct efrective technique to interface the
user to the mail system. This entails an examination of network access
techniquas and their 1impact on the transmissicn efficiancy of the
natwcrk. In addition, a comparison of three representative terminals is
conducted according to the criteria and techniques described for the
topology evaluation. The results 1indicate the network resources
generated by eacih configuration and alsc their relative standing in

required financial and cperational resoures,

1.7 Summary of Current Knowledge

Fach packet contains a certain amount of overhead information whicn
provides sourcs/destination data, error checking capability, and network
compeonent information. This overhead information, although necessarv,
is wasted, in the sense tnat it is not user generated data. The length

£

of a packet, in bits, varies depending on its application and network

access technique, where one character cor a group of characters can be

carried. In one case, many small packets are required to provide the
same data as a lesser number of large packets, which are therefore more
transmission 2fficieat than smaller packets in the utilizaticn of the

DDN communications. This transmission inefficiency, could cause network
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congestion and increase network connectivity delays. Conversely,
multiple large packets, 2lthough transmission efficient, have greater
delay through the network than the smaller packets. An optimum natwork

would be transmissioa efficient with minimum dalays.

1.8 Summary

In brief, the INFOMAIL/DDN system is inefficient in its utilization
of resources. This study analyvzes both the mail system and the DDN
components that provide connectivity to the mail system. The analysis
determines the efficiency of the current systam alonz with several
alternatives. This results in recommended modications to the present

system. The following chapter provides additional tackground

infermation to understand the basic components and concepts of the DDN

and electronic mail.
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TI. ARPANET/DDN Background

2.0. Introduction

The concept of elactronic mail is best understood with btackground
information 1in computer communications. The particular computer
communications network, which this study will cover, DDN, has its early
development in the first packet switched network, the Advanced Research
Projects Agency (ARPA) pnetwork (ARPANLCT). The basic requirement for a
computer communications network was established when computers that were
physically distributed in various locations needed to communicate. The
devalopment of the data communication network concepts and DDN
components are to be addressed in this chapter with the specific details
of one application of the network, electronic mail, provided in the
following chapter. The first concept to discuss is the evolution of the

network as described in the next section.

2.0.1. Distributed Systen

One of the most ambitious steps in the evolution of computer
architecture was the design of the distributed local network. Tkis
concept allowed ©ophysically separate computers to share certain
resources, such as printers and storage devices. As these resources
were expensive and underutilized, this sharing by multiple systems
helped justify the resource investment costs. [he communication between
the components of the distributed system take place over a transmission
media such 3s coaxial cable depending on the computer-resource
transmission rate. Resource control and interfacing 1is incorporated

into a set of rules known as protocols, which establish techniques for
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accessing and requesting the shared resources. The current utility of
these local area networks is recognized in both military and civilian
applications. The next logical extension of the distributed asset
architecture would be the -expansion co¢f the network to Include

geographically separated computers and resourcec.
geograp b

2.C.2. ARPANET Concept

In the mid 1960s the DoD was acutelv aware of the nead for
specialized computer resources, particularly 1in the research and
develcpment area. High computational speed systems were required to run
some of the most complex software, such as meteorological, aerodynamic,
and nuclear weapons simulations. Because of the magnitude of these
software programs and the wide geographical separation of the research
facilities, specialized computars might be required at each location.
In addition to the expense of acquiring and maintaining these systems at
several locations, there was the inefficiency of underutilizing these
assets when their specialized software was not in operation. Tc more
cost effectively employ these resources, the concept of the distributed
asset architecture was incorporated to interconnect these systems. The
most ambitjous and most successful application of this architecture was
undertaken by the ARPA, now referred to as the Defense Advanced Research
Projects Agency (DARPA). ARP&”s original goals for the distributed

network were to:

1. Develop and test computer communications techniques.

2. Obtain benefits of rescurce sharing for the ARPA communitv (5:41).
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The original network started with four nodes in 1967. Tke growth

. of the system in numbers of users and capabilitiss provided to the users

is phenomonal. 1In addition to the original capability of geographically

} separated computer to computer intercommunications, which allows a user
at one computer the ability to access and interactively utilize the
computer resources at a distant system, the ARPANET extended its

interface capability to provide users access to the network with merely

a terminal. Thus the significant capabilities of the network resources
wer2 made 1availablz to terminal users without the added expense of an
interfacing supporting host. The ARPANET concept e=xpanded out of the

research and devalopment community and into general nourpose data

communications. The following section addresses the development of the

ARPANET based DCN along with its architacture.

2.1. Defense Data Network

aar ML s

The success of intercomputer communications networks, in the DoD,
hased upon the ARPANLT *ras generated similar systems which provide
connectivity to specialized missions. One example of a parallel network

is the World Wide Military Command and Control 3System (WWMCCS)

LAY VORI,

Information Network (WIN) which has been operational since 1975 .

utilizing ARQPANET technology (2:3). Because of the proliferation of

nRe T

these [oD networks, in April 1982 the Deputy Secretary of Defense
directed a reorganization of these networks into a combined Dol common

usar data communicatlons network called the Defense Data Network. The

st d SR A

current ODN, depicted in Figure 1.1, 1s based on an improved ARPANET

technology which will provide multilevel security hetween retwork users

and 1{increased connectivity (4:1). Also, because of 1its 1increased
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defense utility the Joint Chiefs of Staff detegmined that the DDN was to
he designed to be survivable against threats commensurate with the users
it supports (1:8). The use of nighly reliable network components, in
addition to adaptable conneétivity, help to satisfv this objective. As
seen in this Figure 1.!, the network has greatly expanded beyond the
original ARPANET of four nodes. This netwerk supports 400 hosts and

2000 termipals (2:42).

2.2, DDN Architecture

The significant tasks of ccaonecting such a2 vast number of users
with various tynes of equipment requires an unusual communications
system. Unlike the telephone system there are no direct connections;
all communicaticons paths are sharaed for maximum efficiency. The
following section describes the theory behind the data communications
technioue, pacxket switching, which makes the system possible., It also
describes the significant componants, along with their furction, of the

nDY,

2.7.1. Packat Switching Theory

The interfacing of the wvarious computer systems to Ffulfill the
ARPANET goal, required the developent of a communications system that
would be almost transparent to the members of the network. Requiring
all hecsts to adhere to a single specific set of parameters, such as
transmission speed would compromise their capatilities and reduce the
advantage of the networks, in terms of shared resources. The network
itself had to accept the significant share of the burden in the

interfacing of the varfcus hosts. Tre network communications philosophy
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utilized the technique of segmenting units of information, messages -

between computers, into discrete packets, which contained the source and

destination address information in addition to the original data. This
1 function is diagrammed in Figure 2.0.
--.
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Figure 2.0. Message/Packet/Message Transition

A indndndan)

between two Network Hosts (6:378).

Communications between network users appears to be continuous, but

5 in reality source data is segmented into packets, by a network node. It
E} is then sent, via different routes and network nodes to the network node
" supporting the destination user, where the packets are reconverted into
é the source data. The length of the packet camn be as great as 1008 bits
; with up to 8 packets per host message. The packets are utilized in a
¢ network implementation strategy known as store and forward, which has
[_
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intermediata network nodes from the source to the destination hosts
store the received packetized information aand then forward it when the
communications lime is available . This technique provides the maximum
utility of the wmaay cormunications lines between network hosts by
forcing all hosts to time share them (7:339). 7The method used to
determine which particular line should be chosen to route the packet is

provided bealow.

2.2.2. Network Packet Routing Technigue

The ARPANET opioneered the locally-determinad adaptive routing
technique. This method identifies the node to forward a packet throurh
hased on a routing tabla. This table, in turn, i3 continually updated
through the shortest time path determined through the actual measurement
of traific delays. The distributad switching node architecture alonr
with a requirement for dual communications connectivity provides
multiple alternative routes to reduce delays and increase svsteT
reliability. It also eliminates system wide critical opoints, such as 1
central control facility. The loss of several nodes throughout thre
network will reduce system connectivity by isolating some network hosts
and will also increase the utilization of the survivias network t‘tut
cormunications will still be available (7:339). The componeats and a
description of their functions that provide this survivable connectivity

are discussed in the following paragraohs.

7.2.3. Dbl Components

[he elements of the DDN architecture that utilize the above theory

are unique in thelr design of their hardware and software to incorporate
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high reliability and unmanned operation. dardware and software checks
are continuously being accomplished to ensure reliable connectivity.
The elements of the DDN that utilize the above theory are depicted in

Figure 2.1 and discussed in the next section.

IMP

H.F.E.P.

Host Host Host

|Term1 |Terh] |Term1 |Ierm1

Figure 2.1, Representative DDN Network Components

and their Connectivity

2.2.3.1. Interface Message Processor

This 1is the most powerful component of the network. It is a
computer controlled packet switching node that specifically:

1. Routes packets through the network by receiving them on the {input
line, reading their destination, and then depending on their
destination, forwarding them to their node serving the destination
host or its own host.

2, Packetizes messages from 1its local network user and transmits them
on the network.

3. Reassembles packets with {its network user as the destinationm into

15




messages and forwards them to that user.

4. Retransmits packets to a destination node if the previous
was aot ackncwledged.
5. Checks packets tfor transmissicn errors.

6. Collects performance statisticeg utilized for packet routinr,
analysis, and control.

The TI4P rfunction 1is performed by an wunattendad £/30

packet

s/stem

packet

switchine procassor, designed for high reliakility through redundancy,

22l{ monitorine capanility, pracefull performance deeradation instead of

crtastronhic failure, and automatic prosram raloid cunability

(8:65).

Fanctionillv the TP provides an almost universal interface hetween the

npltitede of host computers aind the network. Some of its specific

caparilities are the following:

re,
[l
[
(£

1. Tra

in, ¥ zyitehbed, and 300 out simultaneovslyv).

milliseconds moderately loaded, and 2-32 =ailliseconds

loaded.

throuphput of U0 packets/secon? tandem procassing (ie. 300

1. processing  delay of wunder | rillisecond unloaded, with 1-2

beavily

2, Routing bandwidth and CZPU overhead of lass than 2%, aad a reaction

to topolozical or significant delay changses in less than 100

milliseconds (J:34),

2.2.5.2. Terminal Access Centroller (TACQC)

To provide network access to the terminal without a local network

host interfacing to an I¥MP, the Terminal Interface Procsssor (TIP) was

devaloped for the ARPANET. This component was 1 variation of

the IMP

that provided additioni]l hardware and scftwars to support communications

16
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with terminals. The TIP was replaced bv the Terminal Access Controllar
(TAC), which although similar in function to T[IP system, segmented
terminal control and the IMP functions into separate components. I'he

rAc

ra
(%]

1 transmission speed adantable component that can provide
connectivity to 53 terminals, via an IMP, to the n2twork. The INP views
the TAC as a host to the terminal. The TAC is designed for unattended

operation and high reliabilitvy (§:2).

2.2.3.3. Network Access Componant (NAC)

he current interfacing between the user”s }tost and the natwork
requires 1 common set of protocols, wnich ensure comnunications
compatibility among the network users. The network protocol
imnlementation car take place in two ways depending on the extent of the
modificatiors of the host the user can afford and also the network
capabilities that the host requires. [he internal technique has the
user”s host, either in application software or in the operating system,
rrovide the vequired protocols. This method often requires extensive
nrosrarming and it is only as time responsive as the host. [he external
tecknigue »provides a hardware interface device, which performs tie
nrotocol interconnection batwcen the network and usar’s bost (10:13-15).
There ar2 two techniques of providing the external network access to a

hest which are descrinped in thk2 following paragraphs.

2.2.3.4. T2rminal Emulation Processcr (TEP)

ihis method attaches 3 protocol device to existing terminal ports
on tpe bost. The 2ff2ct is that termirals on the DDN can access tnis

rozt throush the TEP; howevar, local terminals cornected to the bcst
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cannot access the network through this host. The segregation of host
and network responsitilities, in terms of communication protocols, makes
this network access simple, requiring no host software moditications but
only provides limited network communications because it utilizes the

host”s terminal ports (10:18).

[B%)

.2.%,5. Host Front End Processor (liFEP)

The preferved technique used to externally interface a host with
the BODN is through a protncol intertacing device, known as the Host
Front End Processor (HEEP). Unlike the TLP, this access component is
connected to an I/0 port on the host %ystem, and requires a common Host
Froat FEnd Procsssor protocol with the host. This requires some host
sof tware modifications and is therefore as responsive as the host. It
provides a highker data transmission spead than the [EP and is still
simpler to implement than tbe internal network access techniques

(19:15).

2.2.3.6., IYP to IMF Rackbone Commuaications Media

fhe switching nodes are connected through 1leased wideband
communications ﬁedia at a 50-56 kbpe rate. There are also threse 7.2
xbrs liaks currently connected through satellite channels. Dual
cominunications redundancy out of each IMDP provides reliable
connactivitv. Protocol =2rror checking by the IMP provides a worst case

1x10%%=14 bit error rate performance with imprcvements up to 2.2x10%%-]9

bit error rate, deoending on the communications protocol (1:7).

2.2.3.7. Bost to IYP Communications Media

oz
ro

Cornnectivity from the host to the network, through an IMP, has
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several possibilities. Each IdP can support hosts operating at
transmission speeds frerm 2.4 to 230 kbps. The host operating‘systam
contains an end to end protocol that provides resource allocation,
communication i{nitiation, and transmission 2rror checking between hosts

(1:34).

2.2.3.3. Terrinal to IYP Comnunicatioas ‘Media

Jetwork access from the terminal to i{ts respective I¥P is
a~~omplisbed throoueb tke TAC at 75, 110, 134.5, 150, 300, o800, 1209,
1800, 24900, 4200, and 9630 hps asyaochreoncusly. TAC connectivity to the
IMP is at 130 kbps syachronously. Several connectivity options support

tarminals such as:

Ind
123
1)

1. Permanent line access.
2. Dial-up line access.
3. Multiplexed terminal support.
The TAC provides data flow and an ead to end communications
nrotoccl. The parity bit provides the onlv error checking capability

from the terminal to the IaAC (35:2).

3

.2.3.9. Network Information Center (NIC)

This manned component c¢f the netwerk monitors the overall
performance of the system aad also vprovides system analysis and
maintenance functions, irn addition to answering user inquiries. System

sof tware updates are alsc performed by the center (1:33).

2.3, Electronic Mail cConcept
Althougb the original goal of the ARPANYET was intercomputer

communications, there was a side h»enefit in the form of user to user

1°
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communications capability. 1In other words iastead of utiliziag a host
on the retwork to either execute a program or access its database, a
user could generate a file containine a text message and then transfer
it tbhrough the network to arother host. This text wmessage transfer
capability evolved 1into electronic mail, which is a block of text
complete with destination information from one user to another. A
certiain host, that is common to mail users, provides a storage file or
mailbox for each user. Generation of the ealectronic mail, by the users,
can be accomplished at this or another accessed hest and then
transferred or mailed to the recipiant”s mailbox. Electronic mail is
availahle on most commercial and militarv networks. [t supplements the
talephone a3s a cost effactive component of an office with advantages of
no husy signal or an individual not being available; both problams-of
real time communications, which is exasperated ULy differences in time
zones. Electronic mail 1{s also tecoming another function of the
electronic office work station, which provides word processing, database
jccess, files management, 1intercoffice merc processing, and now
alectronic mail. The following paragraph ©btriefly summarizes the
capabilities of the electronic mail system that was analyzed in this

study.

2.4, INFOMAIL Capabilities

The Cefense Communications Agency (DCA) utilizes the commercial

system, INFOMAIL, for its electronic mail support on the DDN. The

INFOMAIL systam prcovides more capabilities than just electronic mail, oy
supporting the user with an electronic file system. In addition to the

composition and editing capabilities for generating the mall, it can
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also create entire documents or "import"™ existing e¢lactronic documents
{nto the mail bost for filing or transmission to another mailbex, File
manipulative capabilities extend from file scans, which oprcvide a
listing of the source and subject of all mail/documents in the rile, to
specific file searches (11:2-1). 1o addition to the above capabilities
the system”s wuser friendliness, to 1include word parsing, snelling

correction, and display tailoring, =2nhances its usafulress,

2.5. Summary of ARPANET/DDN Packground

This chapter examined the basic data communications network
concepts wiich lad to the development of the OB, In addition, the
function of the ODN components and the network =application of electronic
mail, in particular INFOMAJIL, were also addressed. !'his informatioa has

provided the necessary irtrcduction to the followiny chapter which i3 an

in depth dascription of the INFOMAIL operational ccacept.

21
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';:- III. Electronic Mail Theory of Operation

3.9. Introduction 1

The INFOMAIL/DDN mail system operatioas concept is developed in

this chapter because a thorough knowledge of the theory and architecture

provides a better understanding of the analysis 1in the subsequent

RN e e o

chapter. An example of a typical mail session is alsc included in this

it s

F section to help establish this understanding.

3.1. Electronic Mail Theory

f
:- One c¢f the most important requirements of the network is the need ;
X

| to transfer files among the varioous network users. A file is defined ]
as a block of data or information wvhich can be addressed and controlled ;
as one integral unit. It may be a machine language programn or a text of P
‘!! characters. The wuser”s supporting host operating system generally !

3 provides the basic file management capabilities of composing, editing,

reading, storing, and discarding files. In the case of the network,
file transfer is essential for inputting ©prcgrams on shared
computational resources. <Zlectronic mail is merely file management with

- a network transfer capability (12:300). The user generates, through the

B IPPPEEYEI. VRN

file composition capability of either a local or network host, a file

e

containing the text of his mail. It also includes the name and address

of the receiving user. The file is then transferred, via the network,

. to the destination. If the receiving user has a mailing account on the
same clectronic host as the sending user, it is a simple internal file

transfer within the leccal mail databases. If the receiving user has his
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account on a separate network host the mail host transports the file
through the network to the destination host. Basic file manipulation
techniques of the destination host store the incoming file and notify
the receiving user”s account of its arrival. File access and reading is
accomplished as if it were a file generated by the receiving user”s

host.

3.2. Electronic Mail Architecture

Since the electronic mail concept is merely a file manipulation and
transfer capability, {its architecture is not unique in comparison to
other databases of the network. The major components of the INFOMAIL
mail system architecture are depicted in Figure 3.0. and are addressed
in this section, whereas the function of these components is discussed

in the subsequent section.

Communications Online
Connectivity Storage
Mailboxes
v et~
Multi- c/70
IMP [ Line ] Processor
Inter
Online
Storage
Mailboxes
|Term| Mailbox

P S N
User Backup
Interface

Figure 3.0. INFOMAIL Electronic Mail Host Architecture
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.2.1. Electronic 33}} Host

This component of the system contains the mail application software
for generating, processing, storing, and transmitting the electronic
messages. It is either resident on 3 specialized mail host, which is
used strictly for electronic mail, or as an addition to the operating
system of a multifunction host. The host computar is characterized by
an extensive communications interface with its users, through remote
terminals or network nodes,.and with a large secondary storage medium
contain the system database files, which hold the users” mailboxes. The
amount of secondarv storage is determined by the number of mail users
and the size of their stored files. Another storags medium is sometimes

used to provide backup file storage. If electronic mail is being sent
to 2 different mail system on a separjata network, a gateway mailer is
required. Specifically, the gateway contains the capability to
communicate between the wvaricus mailing networks. In addition to
temporarily storing mail in transition while the netwcrk address of the
destination host is being converted, the gateway mailer reformats the

mail packets to meet the requirements of the destination”s network

(13:3).

3.2.2. User Interface

T'ne maa/machine interface for the system is provided thrcugh some
interactive terminal. [t allows the user the control of the electronic
mail software to generate, process, and transmit his mail, Tr[he range of

possible terminal equipment oxtends from the taletype tarminals, which

provide simple character to hit translation and rely extensively on the
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mail generation capabilities of the electronic mail host, to local hest

P el el S . 4
A
it il B e

supported terminals, which provide local mail composition, editing, and

rely only on the mail host for mail transfer and storage. Thelr :.

AR RN

Fan

capabilities along with their logical interface with the mail system

s determines the amount of support required from the network and the

5 THr.

electronic mail host.

5 3.2.3. Communicatiions Connectivity

[he goal of the electronic mail system is to transfer information

between locations. The packet switched network onrovides this

connectivity between the terminal and electronic mailhost e2ither both

i connected to the same networg node, or separated by several nodes. The ?
2lectronic mail and terminal support hosts interfacz directly to IMPs, ;
while terminals interface through TACs into an IMP. Since the, majority

(ii‘ of the network now suports interactive terminal access, the T[AC has i

. become an important element of the network. Dial-up service to the TAC
- is also expanding in the network due to the limitzd number of full time
connecticn requirements, such as found in most of the electronic mail

communityv.

e L e

3.3. Electronic Mail Functional Elements

The analysis of electronic mail can only be accomplishbed with an

Z 3
e I

understandinz of the functional 2lements of the system which represaat

b

the logical flow of a piece of mail between the user and the mail host. j

Integratinz the atove architecture with the specific functions described

in the following paragraphs results in the electronic mail functional

model depicted in Figure 3.1.
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Communications

Network
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IP IP
TAC TCP TCP HOST
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Figure 3.1. Electronic Mail Functional Model (14:96)

3.3.1. Mail Holding Areas

The file directories (INBOX, FILES, and OUTBOX) for a user”s mail
are indicated in Figure 3.1. These are the logical mail holding areas
which, using office terminology, 1indicate the possible locations of
electronic mail. They include both mall messages and larger files that
would be stored in an office. INBOX refers to mail pending review;
OUTBOX refers to mail awaitirg transmission to another mail user; and

FILES refers to archived mail (11:1-1).
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> 3.3.2. ™ail Program '

Eh1§ is the portion of the actual mail system tnat functionally
interfaces with the user. It provides the elecctronic mail
documentation generation capability, such as composing, editing,
discarding, In addition to the transfar ability between the mail holding

ar=as ie. INBOX, OUTBOX, FILES (14:94).

3.3.3. Mailer Program

accompnlished by this component of tha wmail system. It is nct interfaced
with the user directly bhut traasmits documents in the JUTBOX to their
addresses either internally, for a user on the same system, or through
the network for a different mail host without the user having to access
the remote systam. [ncoming mail to an electronic mail host is also

@ distributed into the appropriate recipient”s INBOX by this software

=
{4
3
|

L

r
3
r
:.
p The actual transfer of 2lectronic documents between users is
3
¢
3
S
-
T.
1

E

{ 3.3.4. Interface Communications

The standardized interprocass communications between the alements
of a natwork are controlled by protocols. These rules dictate the

techniques necessary to ensure complete interface compatitility for

communications, hetween the various elements. The specific protocols to
interface the electronic mail system with the DON are required by the

JoD and are indicated in Figure 3.,1. The various layers, as seen 1ia

e
f Figure 3.1, scgment the protocol responsibilities. Fach protocol layer
!
- . : .
L accepts information from the layers above and passes its results to the
b

layer helow. Also each layer performs it”s functionm by communicating to
€
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it”s counterpart protocol at the other end of the connectivity. For
instance the TELNET protocol, 1im the mail host {a Figure 3.1.,
communicates with the TELNET in the TAC. The {fcllowing section
addresses the function of the wvarious protocols required rfor mail

operations.

3.3.4,1. Simple Mail Transfer Protocol (SMTP)

This application protocol provides the mechanisms
transmission of mail directly from the sender mail host to the receiver
mail  host. Specifically, the sender-SMT? establishes a two way
transmission channel to a receiver-SMTP. Through this channel the
sender and receiver SHTPs send commands for locating the receiver”s
mailbox, transferring the mail data, and confirming the transactions.
INFOMAIL utilizas SMTP to transmit electronic mail to otiner non-INFOMAILL

mail systems (15:5).

3.3.4.2. Telecommunications Network ngtocol (TELNET)

The technique for interfacing a remote user either at a termwinal or
his own bhost through the aetwork tc 2an electronic mail host is
accomplished with the TELNET applicatior protocol. In essence, the
TELNET provides a us2r at a terminal with the control cver 3 remote host
as Iif he were a local user of that host. Some of the capabilities of
the TELNET protccol that are available to the user ar: che following:

1. Initiate a pair of connections to a2 sz2rviae host.
2. Serd charactaers to the serving hest.
3. Receive cnaracters fron the serviap host.

4. Send a host-host interrupt signal.
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5. Terminate connections.
o Its applicaticn extends beyond the strict electronic mail function

and covers 11l tarminal communications (2:33).

PR SEY- W W RR R0

3.3.4.2. File Iransfer Protocol (FTP)

I'his application protocol establishes the mechanism for

>

transmitting files across the network. This function s essential in
the transfer of programs and data hase upgrades bLetwz2en network hosts,

It specifically provides an [TP user the capabilitiecs to:

A L il ol o

1. List remote directory.

Pt

2. Send local file.

Retrieve remote file.

(9%

o T

. Rename remote tile.

o~

. Delete rerote file.

n

G‘D FTP relies on TELNIT to establish the connection GLetween the i
- network hosts before it transfers tiue fila, The INFOXATL szupported host ‘

utilizes FIP to transfer mail to another INFOMAIL supported host (10:8).

3.4.4. Transmission Control Protocol (TCP)

AS indicated in Figure 3.l., the next protocol layer under the
FELNET and SHTP protocols is the TCP. This bost tc host protoccel
provides reliable 1interprocess communications between the eclectronic
m2il host and the user terminal. It specificallv enables the following:

1. Establishment and maintenance of intarprocess communications.

¢
E 2. Transfer a continuous stream of eight hit words in each direction
by blocking them and transfering them to tha next protocol laver,
3. Maintain reliable communications bv providing eight bit word
¢




sequencing and accounting.

4, Control the flow of data traasferred betweern the sender and
receiver systems.
5. Multiplexing of several processes within a single host to

communicate, using [CP, simultarecusly.
¢. Generation of a level of priority and security between the various
cormunications being undertaken by the ICP.

The TCP softuare is called bty the upper level rrotocols to provide

the above functions (15:5). It in turn, calls the Iaternet Protocol,
which is addressed in the next paragraph, to perfcrm the next step in

the devalopment of the cominunications connectivity.

-

’

3.3.4.5, Internet Protocol (IP) )
ihe 1IP 1is designed for wuse 1in intarcornected packet switched -4

;

systams, where conversiva from one packet size to another is required. .
n

Zven though 2 messaga does not lezve i network, the I[P iz still requirad
by D¢D directive. Functicnally, the IP couvld be bypassad for

communications within the same aetwork. This host to host protocol is

- ___1‘;,' S

called tv the TCP to fragment 2rnd reassemble a larze block of data or
datagram, if possible, to interconnact with anctier network where a more
lenpgth constrained packet is required. The other major function of the

I?” is to map the internet addresses for packets to lecal net addresses.

e R

The hisher level bhost-to-host protocols mapped the names to addresses

for the IP and the lower level or local network protocols map the local
net address to the actual route on the network (17:7%). 1IF interfaces
with the next lower 1level of bprotocols called the network access

nrotocols, which are discussed in the following paracraph.
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3.2.4.6. lletwork Access Protocols

These protocels define the communications interface tetween the
r2twork component and the network and address the actual electrical
transmission of data. Specific protccols are dependent on type of host,
distance from the IMP, and nost linterface protocols available. The
remainder of the mail functional model which provides the communicaticas

connectivity and user I[/D are discussed in the next section.

7.3.5, Commuaications MNetwork
The packet switchinz network 1is 1locally accessad for the user
terminal and electronic mail hest through a npetwerk node, I[MP. A

terminal without 2 local hest to interface to the IMNP must he supported
bv a TAC., Connectivity can extend from utilizing the local netwerk node
to provide, either local accass te the electronic mail bost connected to
thre same nocde, or to multinods natnhs across the network to a mail host
serviced hv another node. Packet sizes can varv f{rom »nne character per
packet, when working interactively with the m2il host, to larze
multipacket messages, when a document i3 being transwitted. Natwork

ig controlled 2t the pnetwork nodes along witn estabtlishmant of

aAcces

10

the connection and routing to the mail nost interfacea node.

Interprocess communications, complimentary to the elactrooic mail host,
t < P

are accorplisked at the user”s host if network access is through 1 host

to an [4P, otherwise the J[AC provides this rprotocol suppert tc the

terminal.

3.3.5. liser Terminal

Th2 man machine intz2rface between the user and the mail host is
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the terminal. It provides access and control of the electronic mail
functions and is the I/0 data pert for the system, 1Its capabilities can
vary depending on =2quipment which determines what additional support can
be providad, such as mail composition, editing, and file sterags, to the

system, An eoxampla of now this fuc~ticnal wmod2l actually werks is

provided in the following paragrapbs.

3.4, Electronic Mail Operation

The following section describes the sequence of events, as depictad
in Figure 3.2., required to utilize INFOMAIL. Tt dasronstrates a typical
mail session that is represeatative of how INFOMAIL is utilized. This
representative mail ‘session, along with its coonectivitv, is not to be
considered the only configuration feor the mail‘system but only as a
thorough demonstration of the varicus mail system components, Other

mail system configurations are discussed in a subsequent chapter.

3.4.1. Mail tlost Access )

A generic electronic mail session, where user A is gzanerating and
sending mail to user 2, is depictad in Figure 3.2. below. The process
is initiated bv the user on terminal A getting accesc tc his local TAC
and subsequently to his electronic mail host thrcugh the packet
switching network. Thke TELNET protccols are used during the access to
ensure interface ccmpatibility bv establishing a common set of operating
parameters between the TAC and the mail host. After the connectivity
has been provided, the user begins his mail session whiéh is discussed

in the following paragrapts.
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Mail Host A Mail dost B

INBOX

TELNET| SMTP| FTP [TELNET| SMIP] FTP
TCP TCP
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Representative
' Communications | N
Network |
IMP IMP 1
'1
IP Ip ‘
TAC TCP TCP HOST 4
TELNET TELNET 1
T 1 ’
Termina Terminal )
A R

Mail Packet Characteristics ’!
=== Interactive 1
-— Query g
— File Transmission o
.'1
Figure 3.2. Representative Mail Operation (14:99) q

3.4.2. Mail Generation and Editing
]
User A”s terminal accesses the mail program for the mail program !

composition and editing. At the conclusion of the mail composition, the
electronic document is put in the OUTBOX status until the user transmits

the contents of the OUTBOX. The mailer then packages the document with

c - v .
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the mailbox address of user B, initiates iaterprocess communicaticas,
through TELNET, with user B”s mail host, and then transmits the mail via
the packet switched network, by use of FIP, tc user 37s electronic mail
host. If user B had besn on the same mail nhost as user A, then a simple
access privilege would be sent tc usac 37s mailbox instead of
transferring a file., SHMT? would be required if user A were to transmit

the mail tc. a non-INFOMAIL mail system.

3.4.3. Posting Electronic Mail

The mailer routine for user B”s mail host posts the incoming mail
from user A into user B”s mrailbox. Not2 that user [ doas not have to ne
logged on to his mail host to have his mail posted. If user R”s mailbox
is on the same mail host, an indicator that this piece of mail belongs
to him is sent to his INBOX; and in the case of multiple copi2s onl; one

copy is retained for the entire mail data base. Indicators that mail is

available for all addressees are placed in their {(NBOXes.

3.4.4 Mail Reading, Discarding, Filing, and Replving

User B has gained access from his terminal through his host and the
picket switched network to his electronic mail host. The TELNET
interface in this case is provided by user B”s host operating system.
Upon logging into hils mail host, the mail program provides him a quick
summary cf the contents of btis INBOX, which now has the elactronic mail
from user A. User B reads the mail and then he can aither compcse 1

reply, discard, or file the mail. The reply uses the same sequence of

events as the mail generation.
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:,.:-j.» B 3.5. Summary of the Electronic Mail Thecry of Operation
: The electreonic mail system is merely a file manipulation and
{g(
po .4 transfer system taking advantage cf the wide connectivity of the packet
) switching network. The required hardware <consists of wuser access
devices connected, via tihe network, to hcsts with a storage media. The
m following chapter utilizes the background provided by the first three
¥
chapters to specify the efficiency criteria of the electronic mail
- system evaluation.
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iV, Efficiency Fvaluation Criteria

4.0 Introduction

This chapter describes the c¢riteria and an outline of its
application techniaque that were used to evaluate the afficiency of the
IVFOMAIL and the D[DN compenents that support it. The background and
theory of electromic mail and the DDN bas provided the necessary

information tec comprehend the specific details of this chapter. The

subsecuent chapters apply these techniques ard criteria in the actual

=.-. F o B | « AR A bk & 4 At SR An ®. -‘A-‘s .

evaluation. The analysis of ths INFOMAIL system attempted tc answer the
two following questions:
l. How efficient {is the current INFOMAIL/CON system in providing

electronic mail support? ]

Y —p——
i LI -
R S

What alternatives are availakle to improve the efficiency of the

v
[N\
.

INFOMATIL/DDN electronic mail system?

WLY SR Y

These questions structure the analysis into an evaluation of the

currert method of ©providing electronic mail support along with
alternatives which should improve the efficisncy of the current method.
The final result are recommendations as to the preferred method to by

implemented. Th2se recommendations are opriortized in order of the

maenitude of the inefficiency that thev rectify and alsc accordingz to %
the amount of resources required toc implement them. [he system ;
2valuatien of TYFOMAIL examines the topology cf the electronic mail host E
"
to user connectivity. This indicates the zffects of distance and mail .
host architectures on the system efficiency. Using a representative ;
user to mail host network connectivity, the INFOMAIL system along with i
1
36
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three alternative mail svstems were compared in various efficiency
categories to be described in the next section. The next logical
progression in the evaluation was on the component level, where each
element of INFOMAIL/DDN, from the user”s I/0Q device up to the network
[MP, was examined to determine the most efficient configuration to
interface the user to the network. To understand the direction of the
analysis, the term “efficiency” 1is qualified into the INFOMAIL/DDN

system resources discussad below.

4.1, Efficiency Analvsis Criteria Determination

[he efficiency of a system can be duantified by examining the
amount of output agalnst the required resources to achisve that output.
This same philosophy can be applied against the INFOMAIL application in
the DDN, The reguired rescurces are the investment cost of the hardwara
and software, the network transmission bandwidth, and also the user”s
time and effort in utillzing the system. This combination of resources
cover the most significant issues needed for a decision to implement and
operate a nrew system or modify an existing one. The eovaluation
techniques that are used under these criteria are both deterministic,
for demonstrating specific differences betwean alternatives, aand also
legical, for relative comparisons of the alternatives. ©Not all of these
criteria can be applied to each part of the analysis. In each case the
applicaple criteria and their specific evaluation technique are

described, in the subsequent chapters, prior to the analysis of that

portion of the system. The evalvation was btound by the followiag
assumptions:

1. The <currently =2ngineecred DDN hardware and software cannct be

37

Lot . MR e e e A ety e x kB LA . _t_ v L

U . PSS NSRS | J PRI . YR



- . W - M . ~ - - - - B . f e . - - - - . - .- - . . 1"‘V'—_“Vv- A . ~ T

modified for this particular apprlication. T[he svstem managar (DCA)
will not allow the DDN to be modified to meet a specific
application requirement.

2. The JCS system connactivity survivability criteria does rot apply
to this particular applicatien although most users would benefit
from its survivability.

3. There is no formalized documentation on HCA”s specific requirements
for INFOMAIL. The software is a commercial product leased by the
government, Analysis of the system in meeting  specifi:

te pasad on th2 understanding

requirewments are therefore to
developed through discussions with DCA personnel 1and orovided in
Chanters 2 and 3.
Under these guidelines the efficiency of the svstam wasz evaluated
based on th2 following criteria which are descrited in detail helow.
1. Financial Resources.

2. Natwork Resources.

3. User Interoperability.

4.1.1. Financial Resources

A thorough evaluation of a requirement and the alternatives to
satisfy it, would ordinarily require a complete economic analvsis. This
requirement was determined, by the Defense Communications Engineering
Center (DCEC), to be out of the scope of this studv. However, DCEC also
specified a requirament for a prioritization of recommendations based on
thke financial resources necessary to implement them. The scolution to
this dilemma was to provide at least a relative standing of the

alternatives according to their required financial resources. The

o
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strategy rfor determining the relative costs of one alternative against
another is a complex one., It relies on the aumbers of 2ach alterrative

cr {ts components along with its expected developma2nt, procurement,

PR

installation, operations and maintenance <costs over a certain life
cycle. This figure also includes the start-up costs of establishing

training, coastructing facilities to house the system, and procuring the

LYW RN

initial spare parts. FPecause of the complexity of the optimization of

IO W)

these wvariables coupled with their unknown magnitude, the relative K

comparison between these variables was somewhat subjective. An example
of this comparison and the Jdifficulty that balancing tke various
financial resourcs components, is evident with the comparison of a new
winimallv manned system against a conquerable existing manned system.
Tho tradeoff hetween the unknown costs of developing the winimally

manned system must te weirhed against thz lony term cost benafits of the

reduced mannine in comparison to the existinz manned system. The above
cornanents of the firancial rasources c¢an be grouped into two
cataccrias, The n~ne tire investment or non recurring costs cover the

svster levelonpmert, nrocurement, installation, 1nd start-up costs. The

non recurrine costs contair the vearlv operations and maintenance costs.
I'Pe unlaueness of eaci evaluation dictates that the specific ]
prioritizaticn of the firancial resource components he provided just
refore that portion of the analvsis is accomplished. The next stzp in

the TNFOMAIL/DDN efficiencv analvsis was the determination of each

Y WS

ilternative”s reauired network resources which 1is addressed 1in the

following paragraphs.




g~ A Paghie Padimey . - oy At Sheit e Segn Jiase Jaun et et i aiady et el I T Vil Wi A an & ‘e Bas A Bre _Sen fies - Bue 2

4.1.2. Network Resources

L. Unlike the relative evaluation of the alternatives based on their

required financial resources, the magnitude of their required networx

resources is more structured. The evaluation of a system or device
according to its network resource requirements was accorpliched in twe
*i ways. One method identified the theoretical network resource
requirements hased on an examination of the item”s capabilities and
limitations. The cther techrnigue computed the iter”s network resource
m‘ requirements based on its performance against a user wnodel. This was
accomplished through tne apnlication of a representative mail session
mod2]l into tke system c¢r desvice under evaluvation. This model was

initially developed by BRN during the desisn ot zlectronic mail svstem

which supports the DoD furnpean losistics movement svstam. The dovement

Information Network (MINEP) mail session model was modifiad by 3388 to

enhance its applicability to elactrounic mail on the IZON. A further
modification of the MINET model was performed for this study to mcore

accurately represent DCA”s ceorrespondance style. [he resulting network

2
—
I’7]
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rasources were then «calculated for each mail operation.
corparison of mail system topologzies, on 2 representative aetwork,

provided network distance, 1in numbers of I[1Ps traversed per iail

function. DNepending on the item under evaluation one or more of the
abocve tachniques were used in their comparison of tne alternatives. The
following paragraphs describzs a breakdown of the network resource
criteria into its components ind address the variocus network dvnamics

resultine from the diffsrent onumbers and sizes of packets and user

L & & 8 2 X & SN &oa o ad ko

requirements.
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4.1.2.1, Packet Size Comparison

The number of ©bits that constitute a packet detarmines the
utilization of the packet as part of the communications system. FEach
packat requires 570 bits of ovarhead infermation which orovides the
communications protocol, error checkirg, destination and host addresses,
and inter-IMP communications in addition to the original  host
information. This overhead 1is wasted information ip fulilline the
natwork”s communications connectivity requirements for the user, The
three traffic patterns between the user and the mail host and one mail
nost to another mail host are =2ither interactive, query/response, Or
file transfer. The specific {identification of =each pattern to a
particular mail function is done in a later saction. Each pattern has a
unique impact on network resources and also specific requirements.
Interactive actions are short one at a time tasks and typically are
renetitive precesses such as typing in text. The packet characteristics
from this action are manv small packets. Their transmission 2fficiency
is low. Query/response actions are a combination of short and long
tasks as in a3 user”s question about scme information and the system”s

answer., This r2sults in a few small nackets for tite query and several

large nackets for the response. The transmission efficiency for this
pattern is naot veryv high, The last traific pattern is fila transfers
hatwaen two n2twork posts,  The cacket characteristics ire 3 few larze

packets or wo~ultiple packat messages with high transmission afficiency.
The other miior contributor tc the numbers cof small packets are the
messige  and  packet acknowledgements which are returned to  the

transmittine bosts and I[MPs to coniirm messace cor packet receipt. Ihe
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echo from the network host is also in this same catepory. The advantage
of the small packet is that due to its small size, its network trancit
time is short, which is desirable in an interactive enviroaoment. This
is due to the time required to fianish transmitting the host message and
subsequently the packet from the IMP, which results in the receiving ILA4P
sending an acknowledgement all the sooner. This in turn allows the
transmitting IMP to discard the copy of the packet and free up valuable
huffer space for another messagze which raduces cverall packet waiting
time in the IMP. The smaller size packet also has a higher nrobability
of finding available huffer space in the IMP recucing retransmission
attempts to the IMPs, Finally, because of the pack2at or message”s small
size the oprobability that a raudon error, due to noise on the
transmission line, will disrupt it, is lower thaa 1 larzar packet. [his
results in fewer retransmissions for f{aulty packats. The optimum size
of the packet is a function of the communicaticns line transmission
performance, with high quality lines leading to bandwidth efficient
larase packets, while poor quality lines make the small packet more
viable {(8:186). The evaluation of the alternatives, utilizine the mail
session model determined the rumber and size of the packets zenerated.
Small packets reflect a poor utilization of the network resources and
should be minimized for a network efficiz2nt svstem. An optimum system
utilizes the full 1008 bits of a single packet. The use of multipls
nackets amd their advantages and disadvantages in comparisoun to the

single packets is reviewed in the next paragraph.

4.1.2.2. Single vs Multiple Packet Messape Comparison

The DDN handles larpge, rnon interactive transfers between network
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hosts with multipla packet messages. This means that a large message,
from the source bhost, onterinz the network ic segmented into multiple
packets by the source IMP, which then transmits the packets
individuallv, possiblv througsth different paths. .Ike destination INP
reassentles the orieginal messige from the nultiple packets, also
discarding duplicate packets, and forwards it to the destination host.
Thera 1is a distinct difference 1in network response time performance
hetween the wnmultiple =2nd single packet messages. The packet buffer
reservation svstem in the IMP allcws single packeks regardless of size
to te transmitted to the next I%P in their connectivity towards the
destination host as soon as the [#P"s conmuanication function is

availalble. The multiple packet message nmust have reserved storage

5

suffers at the destination IMP before it can transmit the multiple
packet message pecause it must reassemble the multiple packet messaze
(5:194)., The buffer reservation packet transit time, in additioa to the
probability that the receiving TIMP wii. refuse the incoming message
hecause of the unavailability of sufticient huffer capacity, increases
the network counnectivity time beforse the message 1s even transmitted.
Since the multiple packet message cannot be delivered unless all of its
packets o.e availahle, the preobability that one of 1its packets 1is
delaved due tc its uninque network path directly affects the message
deliverv time. This vulnerabilitv to individual nacket arrival times is
1grravatad hy the effects of transmicsion errors, wiich could impact any

of the constituent packats as Aiscussed in the previous paragraph. The
transmission tandwidth of the access line Latuean the IMP and the TAC or

1 network host also determires the size of tne packats that can be
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received. The TCP determines the maximum size message that caa be

transmitted bdased on how quickly this message can be passed from the [AC A

n or [P to {ts destinaticn. A high transmissioan lLandwidth on the access )

line allows larger packets or even multiple packet messages to be
transferred. The optimum message size, in number of packets, becomes a
tradecfr of high natwork bandwidth wutilization with the multiple packet
message agalnst the lower system response times of the single packet

mes3sarse. Another determinant of message size is the fuucticn that cach

1)

messafe is supporting. The small sinnsle packet. as in the chiracter per

packet message, 1is usually renerated by human iateraction with a

w

RS ididcane -

terminal to a network bost, The lower svstem response times of the

r‘ y
- . . - . . ¢ . )
1 single packet message {3 praferred fa this furction. The transfer of %
‘ -~ - . .
: files between neatwork hests is characterized by the larse multiple

packet messagas with the hizgher response tima2s, which dees not have as
t @ | o | |
! stringant a response time recuirament,. [he oavaluation of a3 system

v

according to this criteria was accomplished in two wave. One technique

3
. utilized the mail session model tn doemonstrate the number of packats and

their size for each system. The other metkod wias 1 theoretical

nvaluation based on the specitiz capabhllities of the svster and the

requirements of the connectivity. An example 0¢ the latter technigue
g
S would he a comparison between 2 system that generatas many small packets

against a similar system wnich zenerated a few wultiple packet messages. 1
P.‘ . . - 3 .
g The multiple packet is a more network transmission officient method it y
‘ W
[ the response time requirement is larce. If the response time R
A
. , -
X requirement [s small then the full sincle packet would be the nrefarred
t method. The component of the network resource criteria that addresses )
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the effect of network distance in evaluating alternative topologies is

the next item to be discussed.

4,1.2.3, Jetwork Distances

[he final networkx resource waich was examined fcr efficiency
optimization is the numbter o nodes that a packet must traverse to
connect a source and destination IMP. with the dynamic routing
algorithm of the DON, ths actual paths between twc [MPs could vary
significantly in less than a minute depending on the delays encountered
on each path. Although this adaptability is critical for packet flow
control and enduring reliabls connectivity thrcugh radundant paths, it
increases traffic demands on the components(ie. IYNPs 2and inter-IMP
trunks) of the wvarious paths. This fcrces the user to access the
natwer< at an I[4P that is relatively closer (in nurber c¢f connecting
[Ps) to his destination host IMP to reduce the onrobability of long
multinode network traversals with the resulting delay. Another aspect
of this problem was the network usage cost reimbursement plans which thes
JCA is considering. There is one plan tc charge a flat rate per networc
user kilopacket regardless of connectivity through the network,
Althourh this idea rzquires a minimum amount of accounting system
development, it dces not provide an incantive to the users to consider
more 2fficient uses for the network. An alternative plan allows all
network access charges to he minimized if the accessaed host was also
connectad to same IMP or a neighhoring IMP as the the user. A flat rate
would apply to 211 kilopacket accesses bevond this criteria. Eoth
tariff plans provide an incentive fnor more eofficient packe-izing of

information to reduce manv small pack2ts to fewer larger packets. lo

[
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minimize natwork expenses, a user would access the network as close as

possible to the destination network host and communicate with larze

packets, if i The resulting effect of this cost reduction

technique would be a localizaticen of 1its communications and also
possibly the adoption of a3 more transmission efficient packet size.
Since there is no user”s tariff in operation at this time, the bove
local/distant tariff plan was used during the evaluation to demonstrate
its affect. lhe final criteria under the network resource efficiencv is
the ability of a2 systemr to meest specific response time requirements

which are discussec in the next paragraph.

4.1.2.4. System Response Time

The man machine interface bhas many parameters that have to meet
huran standards such as size, display intensity, and control access.
The most critical parameter; hcwever, is not physical but psychological.

Systen response time 1is d2fined as the "Intarval hetween an event and
the sytem”s vresponse to that the event” (18:18). Accordineg tc
behaviorial psychologists, the system response is essential to the
acceptance of the event by a human operator. One reason for this
statement is the users’s expectancy cf a response. Irn communications,
such a2s 2 conversation, a response, either audic or visual, is expected
4ithin four seconds before the delay bacomes unnatural. Another reason
for the criticality of system response time is the apparent “sense of
completion”™ or "closure™ that characterizes human activities and thought
processes. This is due to the short term memorv requirements which have

3 limited time constant. An individual utilizes short term mamory, much

like a buffer, for information on his current efforts and then dbmps the
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short term memory contents upon notification of the completion cof this
current effort. Fase of distractioa, which bounds the length of time
that an item remains in short term mamory, increases with response time.
This problam is particularly acute when engaged in 21 complex proltlem
analysis which £ills the short term memory and then system responsa {is
high. The combined psvchological affects establish an effective upper
threshold for system response between <cwo or three seconds for
interactive work. System interactive response times on the INFOMAIL/NDN
result between the time it taxkes for an entrv 3t the keyboard for the
svstem to echo this character to the user”s display providing necessary
nsycholozical feedback, Petween these thresholds mental efficiency
decreases bhecause the distractican or mind wandering rate is high. On
the other side, tco fast a svstem response can he considered annoyiag to
some slow thinking individuals decause he believes that it
psvcholegically forces him into a quick response, «which is out of his

character. Some systems provide a delay to avoid this probler

2D

(13:64=-63). 3System response time is an expensive network parameatar to
ootimize because it requires inefficient use of network ltandwidth, as
previously described. After considering the avaluation of wvarious

systems, the following paragraphs addrass the charactaristics of the

user/mail system interaction and its effects on the network.

4,1.2.35. pser/%ail System Network Characteristics

The above network responses to the various types cf communications

traffic can ncw be applied against cone specific user apprlication,
a2lectronic mail. The following section portrays the network raesource

‘charactaristics of electronic mail on the DDV,
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The network resource characteristics of mail composition and
editing are a combination of interactive, query/response, aad file
transfer traffic characteristics with the specific details dependent on
vwhere the mail generation and editing are accomplished. In all cases,
the electroanic wmail host configuration commands and gererated mail
message header information, ie. addresses, subject, etc. result in a few
small packets indicative of interactive and query/response acticas
between the user and the mail host. As stated previously, the
interactive actions require a short respoase time while query/response
has a larger system response time marzin. The actual transmission of
the text relies on the anetwork access techique utilized. The terminal
access method can be characterized by wmany small single packets with the
tvpical TAC transmission mode, whereas host supﬁorted access can
generate the text locally on his network bost and use file transfer to
transmit the text in few large multiple packets to the mail host. If
the user of a host supported access desires to genervate the text at the
mail host his packet characteristics will he the same as the terminal

(14:97-93),

4,1.2.7. Mail Transmission

The mail that has to be transmitted to enother mail host is
characterized by the file transfer traffic pattern with a few large
packets or multiple packet messapes. T1f the mail recipient has a mail
box on the sender”s mail host, then there is nro mail transmission

required,
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5.1.2.3. Mail Manipulation

The mail manipulation functions of reading, discarding, and filing
are 3lso dependent on the user”s access technique. In a terminal access
the mail hest transmits mail to the user, to read, as in a file transfer
through many large packets while a host supported acess is
characterized, also through file transfers, by few2ar larger packets.
The other mail manipulation functions of discarding and filing are
mostly interactive actions resulting in many small packets with a lcw

svstem respense time (14:97-33).

4.1.3. User Intzroperahility

The iaterface between the user and the INFOMAIL sytem is the last
efficiency criteria that is utilized in the efficiency amalvsis. It
encompasses the system availabilitv and reliability. Availability is
the probability that the system is accessible despite the number of
users already usiang it. The reliability of 3 svstem is a measure of the
reliability of the individual components that make up the system and
also the 1bility of the system to limit tne impact of downtimes either
from a failure or for mainterance. The avaluation of a system according
to this criteria comparas i{its expected availability and reliability
based on architecture and hardware/software cf its elameats. As an
example, a distrihuted architecture topology consisting of independent
components has a higher pnrobabilitv of teinz availatle for use than a
single component system, The optimization of this criteria increases

the utility of INFOMAIL tc the user.
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[ 4.1.4, Summary of ifficiency Aralysis Criteria

b . :

b' o fhe overall techniques for the analysis have been provided along

e
.
« .

with the specific criteria urder which the various topologies and

components were evaluatad. The fcllowing <chapters apply these

v

techniques and criteria to the INFOMAIL system and to the significant
ccmponents of the DON that support the electreonic mail functions. The
first aspect of the mail system that was analyzed is the topology which

is addressed in the next chapter.
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V. INFOMAIL Topology Evaluation

5.0, Introduction

This chapter evaluates the efficiency of the tecpologv of the
INFOMAIL svstem in comparison to three alternative mail systems. The
criteria of Chapter Four were applied against each system on a
representative network model c¢f multiple users with toth terminal and
host supported network accesses. The results were utilized to establish
the prioritization of recommendations, discussed in Chapter Four, to
improve the current systam, The following chapter addresses the
2fficiency of the interface tetween the user and the network when
utilizing electrenic mail. The following section of this chapter

describes the four mail systems which were evaluated.

5.1. INFOMAIL Mail System Topology

The topology of the INFOMAIL system that supports DCA is depicted,
on the representative network, in Figure 5.9. This fisure indicates the
very centralized topology of the INFOMAIL mail system. Because of this
centralized control all user oriented traffic, such as mail generaticn,
editing, and maniplation traverses the entire network. The high nunbers
of packets generated bv these functions, as described ir Chapter Ffour,
creates a significant load con the network. The specific characteristics

of this network traffic per mail function are addressad after the

following descripticn of the centralized architecture,
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Host Host Host Host

{Term.)] |(Term. [Term. {Terml [Term. |Term.) [Term] ([Term]

Mail Packet Characteristics
~-- Interactive
- — Query/Response

Figure 5.0. Representative Centralized Mail System Topology

5.2. Centralized Mail System Architecture

The centralized system can be described through the necessary data

processing hardware and the INFOMAIL software. Also the unique

characteristics of the packets generated for each mail function are
provided in this section while their impact on the network resources is

provided in a later section.
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5.2.1. Hardware -

A centralized mail host 1Is interfaced into the DDN at one network

location. The mail host consists of a C/70 computer with one megabyte

of main memory, which contains the INFOMAIL operating system. The

* secondary storage for user files consists of 300 megabyte disk storage

memory and 1 tape drive (19:119).

PRI
UL IR

!
; 5.2.2. Software

The core of the system, as briefly described in Chapter Three, is

- A

the data base management system and 1ts applications modules, as
depicted in Figure 5.1. The user interface module provides user display

generation and user I/0 for the operating system while the other modules

e SR

perform the text generation (Document Preparation), mail functions

(Mailer), and filing/viewing (Document Server) (14:51).

DOCUMENT (DOC)
DATABASE

Private
Mailbox

Private
Mailbox

: Figure 5.1. INFOMAIL Software Architecture
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5.2.3. Packet Characteristics

A mail system”s impact on the network is dependent on the traffic

geanerated between the mail system components. The traffic, in packets,

between the various users and mail bosts for the centralized system have

the characteristics depicted in Figure 5.9 and described 1in the

focllowing paragrapbs. J

5.2.3.1., Mail Generation and Editing

The host supported mail generaticn function for this representation

is accomplished locally, which provides a relatively short response time

e,

i to the user., The locally generated mail is then transferred, as seen in

Figure 5.0, wvia the network, as a few 1larce packets as in a file

- transfer to the ﬁail host for mailing or storage. In the terminal
@ access configuration where the majil bost was wutilized for mail I
generation and editing, the interactive and query/response traffic

nattern resulted in a combination of small and large pacxets.

5.2.3.2. Mail Transmission 3

Mail transmission hetween mail Fosts, as described in the previous .

chapter, is in a few large packets or even multiple packet messages.

indicative of interactive and queryv/response actions. The small packets

- fhere are no mail transmission requirements if a mail recipieat bas a ;

:i mail box on the sender”s mail host. 5

¢ 5.2.3.3. ¥ail Manipulation !
The mail manipulati{on functions of reading, discarding, and filing :

? are characterized by a combination »f both small and large packets

.
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represent the user transmissions to the méil host to activate the
various manipulation commands. The response from the mail host are a
few large packets of text for reading. If the user is host supported
then the reading function may consist of a file. transfer to this hest,
which requires less interaction and fewer packets with the mail host

than a user terminal access.

5.3. Distributed Flectroric Mail System Topclogy

An alternative to the centralizsd electronic mail system topology

is a 1larger g=ographical distribution of elactronic mail hests to

support the users in distinct areas. 4 possible implementation of this

[. architecture is depicted in Figure 5.2. The mail bost 1locations,
[ indicatad in the figure, were optimized to pcovide relatively short 4
9 A
V’ network access lines to the users for mail generation and manipulation,

At the same time provide mianimum coanectivity, in terms of numbers of

I4Ps traversed, between mail hosts for mail transfers. The mail hosts

are also placed to cover user communities of common interest to kee
inter mail host transmissicos reduced. A user that is not a member of
that community may still use this mail host, if it is the closest to hkis
locatisn., The packet distribution, as seen in Figure 5.2, indicates the
transfer of mail using large transmission efficient packets botween mail
hosts. The less efficient smaller packets, indicative of interactive
mail generation and editing traverse a limitad portion of the network.

The specifics of this network traffic and the mail host architecture are

e S S ST RS TR .

- to be discussed in the following section.
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Host Host Host

[Term.

{Term.| [Term.] ([Term.] [Term.] erm.| [Term.]

Mail Packet Characteristics

- -~ Interactive
- — - Query/Response
—_— File Transmission

Figure 5.2. Representative Distributed Mail System Topology

5.4. Distributed Mail System Architecture

The above mail system concept is supported with the following
hardware and software in addition to the specific network resources for
each mail function. Because the distributed mail system is a variation
of the centralized system, the differences in hardware and software are

minor. The packet characteristics; however, resulting from mail

operations, are different.
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5.4.]. dardware

S The supporting hardware for the distributed mail host is similar to

F
;‘ the centralized system but scaled down to meet the requirements of itg

small number of users. [his specifically results in smaller capacity -
storace media and a central processor which is required to support fewer

users simultaneously. Access lines to the supporting INPs are also

sized to meet this lower requirement,.

Z 5.4.72. Sof tware

1 The mail host operating system is similar to the centralized svstem ]
! with a few modifications possible to reduce the impact of the increased
E‘ inter mail host traffic. The mail program way bte optimized to include
the “"mail bhagging” concept which consolidates all the mail from its

- users destined for a »narticular mail host 2nd tnen transmits them 1

‘ii efficiently, as large packets or as multipls packet messages. In
2
addition, cither the "mail bags"” or mail, in general, can be held

I

temporarily and transmitted during a period of minimun traffic on the

networkx. These concepts can Aalso be utilized on the centralized mail

system but are currantlv not implemanted (l4:5-5).

5.4.3, Packet Characteristics

The distributed mail system packet characteristics through the

FEEN Y. GRS

network are similar to the previously described centralized systam, bhut

because of the majil host dispersion, the packet traffic is not as

AW

concentratad, Specifically the packet traffic 1is distributed by

D

function in the following way.
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5.4.3.1. Mail Ceneratioa an” Editing

The packet charactaristics for creating mail are not different from
the centralized system. [erminal interacticn resvlts in multiple single

character packets, whils host supported

[

sers generates fewer large
packets indicative of a fila transter. The <eionificant difference
hetween the two mail systems is that there is less trafric per mail host
and less network rodes to traverse teo yain miil host access, which keeps

the inafficiencies of the interactive mail peneracicn tc a3 wminimur.

5.4.3.2. Mail Transmission

Fer the distributed mail svstem there is a significant increase in
inter mail host transmissions over tne centralized system. [he speciric
characteristics of these transmissions are dependent on the mail host
sof tware options utilized. The "mail bagging” and minimum networx load
teachniques, as previously described, provide a network efficient means
to transmit the information, at 3 determined time, in large packets.

Zven J§f neither option 1is utilized, the system transmits the

individual”s mail ia large packets as soon as possible.

5.4.3.3. Mail Manipulation

The packet characteristics for mail reading and filing do not
change from the centralized to the distributed svstems. [Ihis meaas that
a combination of small and large packets result from the intsractive and
aquery/response patterns of this function. [he ouly diiference between

the two mail systems 1is that the distancz, througb the network between

the user and the mail host, is less in the distributed mail system, than

the centralizad system.
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5.5. Lavered Flectronic Mail System lopolozy

The btest qualities of both the centralized and distributed mail
svstems can be realized in a hybrid of both. The svstem design and
functional location of the hybrid or lavered.mail system is depicted in
Fioure 3.3. A certralized file storage facility maintains large user
tiles, such as documents which are generally not accessed very cften in
comparison to electronic nail messages. This centralized facility alsec
providas interretwork mail eateway access, responses to mail system
incuiries, and software and bhardwars supervisorv control over a

distributed system of mail processing hosts supporting 1local

[ o4
w
D
a1

communities. The distrihuted components of this lavered architecture
supports the user”s mail access, <eneration, readirz, discarding, aad
transmission in additicn to file storace facility accass. Recelved mail
is stored at tha mail processnr until read and stored or discarded.
rach user has limited stecrage capacity at the mail bhost processor and
axcess {iles are storad at the central file stcrage facility. The
user”s irmediate access files, such as I[NBOX and 2UT30X are storzd at

the mail host proczssor, while his FILES ar2 retained at the central

0

facility. The network provides user a2ccess to the distriputed mail host

¢

processors and connectivity between tne processor 3ad the file storag
facility.

The svstem optimizes networX transmission efficiency by limitiag
highlv interactiva and inefficient cowmmunications to local areas, like

the distributed architecture, within e2sv access to users. this

distribution provides the necessary low svstem response times for the
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Figure 5.3. Layered Mail System Function Allocation

e Al

interactive work. Mor efficient but less time responsive

communications traffic traverse the network between the mail host

processor and the central storage facility. The representative system

M| TSP R

connectivity for the layered mail system is depicted in Figure 5.4. The

mail host processors are distributed within separate user communities or

at locations that can service concentrations of users. This

connectivity provides relatively short network access lines to the users

and minimum network connectivity to other mail host processors and the

file storage facility. The mail host processors can be physically
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3
- located alongside the local IMP, if possible, to reduce facility support -
and provide a short acess line. The following section describes the
specific hardware and software necessary to support the layered system

in addition to the required network resources.

Central File Storage

Mail Host
Processor

VY
®.

2

Host Host Host Host

é! [Term.] [Term.] |[Term.| | Term] [Term.] [Term] ([Term.] [Term]

1
.
- Mail Packet Characteristics
- — File Transmission
-
]
F- Figure 5.4. Representative Layered Mail System Topology
-
h
=
- 5.6. Layered Mail System Architecture
e
f The above mail system concept 1is described through its unique
hardware and software in the following paragraphs. In addition, the
.. unique characteristics of the packets generated for each mail function
. .
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on the layered mail system are also describted bazlow.

5.6.1. Hardware

The computer hardware fcr the file storage system consists of
basically a database management oriented system with sufficient access
ports tc permit multinle line sharing with several mailhost processors
in addition tc a large capacity secondary storaze media. The mail host
processor is desianed fer unattended, multiple access, high
reliablilityv, fault tolsraant operation. It is also engineered for
component redundancy with automatic switchover, graceful degradation,
and remote software loading, 1he C-30 IMP pacret processor demonstrates
the necessary hardware for the mail processor. The storage media for
the mail oprocessor has similar attributes and is sized to permit

sufficient mail storage for its usars in additicn to temporary storage

for mail awaiting transfer.

3.6.2. Softuare

The software confipuration for the 1layered mail system is a
variation of the mail operating systems previcusly descrited. The file
storage facility operating system can only be accessed by mail host
processors to perform tha file database mnanagement functioms. The mnmail
host processor software contains the user interaction and mail modules
in addition tc a2 databtase management system. Since the mail host
nrocessnr storage capacity is limited, a storage hierarcny is needed to
offload excess mail back tc the central file storage facility. The
software also Includes self checks, similar to the IMP software, to

ensure its : liability. The mail program can be optimized to include
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the "mail bagging” and optimum usage mail transfer concepts for both

mail to other mail processors or to the file storage facility.

¥, W

5.6.%, Packet Characteristics

The layered mail system, because it is an optimization of

tenolozies between the centralized and distributed systems, has packet

w_Te

characteristics similar to the previous svstems Dbut distributad
diffarently. This section addresses the packet characteristics of each

mail function onr the layered mail systen.

AT W

5.6.3.1. Mail Generation and Editing

This function generates packet characteristics 1identical to the 3
distributed system, Tre inefficient, network wise, terminal !
interaction results in many one character per packat transmissions
hetwezn user and mail host processor. [he proximity, in number ¢f nodes j
traversed, of the wuser and wmail host processor localizes this g
inefficiency, even more than the distributed svstem. Host supported g

3
users have 1 few character per packet transmissions with the actual :

generated mail being transmitted from the host to the mail host

processor in large efficient packets, in a file transfer.

5.6.3.2. Mail Transmission

The packet characteristics between mail host processors and also

between the mail host orocessor and central file storage facility are

. JUOR

dependent on the transmission software options in the mail processor and
the central fil=2 storage facility. A&s previous]v described, tkhe mail
host procassor may use the "mail hagging™ ccncept or the minimum network
usage techniques to reduce th inter mall host processor and central file é

. Coa e
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storage facility traffic. [f thase options are not utilized the . %

difference is that packets are transmitted as socn as they are ready.

5.6.3.3. Mail Manipulatica -1

This capability varies the packet characterization most from the
centralized and distributed systems. Mall reading of locally stored i
rail at the mail host processor is the same as the two previous systems.,
Reading of mail or a file at the central file storage facility; however,

results in the transmission of several large packets fromr the central

storage to the mail host processor. The ‘mail host processor thea
nrovides the material to he read to the user, as if they were locally
(¢ accessed in the method described previously. Mail storing can have !

several poggiple packat characterizations depending on the destipation

s of the file. The commands to the mail host processor are interactive

and query/response patterned with wmultiple small and large packets

rasulting, regardless of user access technique. If the user ejects to

retain mail or a file at the mail host processcr and adeaquate storage

capacity has been provided, there are no additional commands nacessary.
Tc discard the mail, requires a few simple commands, resulting in a few
small packets. A decision by the user tec store the file or mail at the
central file storage facility results in packet characteristics similar

to those generataed by the mail transmission functions.

|
|

5.7. Local Mail Host System Topology

The final configuration to be examined in this analysis is the

complete distribution of mail hosts down to the user”s locations. This

concent was based on discussicns with DCEC personnel on a microcomputer

64
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mail host. Figure 5.5 depicts two possible architectures for this mail
system. One configuration integrates the mail function into an existing
information system by connecting it to a network interface processor
which contains the necessary DDN oprotocols. Thus the existing
information system becomes the local mail host with the mail interface
precessor as its DCON mail transmission/reception port. The alternative
configuraticn utilizes a stand alone microcomputer based mail host to
suport the 1local nusers. The highly reliabls unatteaded system is
installed in the user”s facilities or withian local dial up access line
distance to a community of users. Also since the equipment is within
the user”s facilitv, limited maintenance can be accomplished by the
usar. This wunit provides all the mail support functions for mail
generation, editing, reading, discarding, and filing to thes2 users
without a requirement for the users té access the network. bhen intar
mail nost communication is requirad for mail transmission out of the
local area, the local mail host accesses the natwork through a [AC or an
TMP to provide connectivity, [he topology f{for this mail system is
depicted in Figure S5.%5. The network access for bhoth mail host
configurations was assumed tc be throngh the TAC for the representative
topology. A central mail operations center is mainciined to answer usor
iaquiries, transmitted as electronic mail, to provide usage accounting,
coordinate software upgrades, and dispatch maintenance teams. This
systam basically incorporates the elactronic mail host into the ever
expanding offica informaticn system or through the local area natwork.
The required hardware and software necessarv to support the lavered mail
system, In addition to tihe network resources, arz2 to bve descrihed in the

following section,

(33
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Figure 5.5. Stand Alone and Integrated Local Mail Host

System Configurations
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Figure 5.6. Representative Local Mall Host System Topology

5.8. Local Mail Host System Architecture

The unique hardware and software necessary to support the local
mail host system concept, in addition to the required network resources

are described in the following section.
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5.3.1. Hardware
- The required hardware has two possible configuraticns, as seen in
!: figure 5.5, depending on its interfacing techniques. A stand alone
system is similar to the centralized system but on a size scaled to meet
a small number of users. The mail host may also be an additional
communication processor to an existing information processing system to
provide connectivity and protocol support with the network. Whichever

tecinique is implemented, a central processor, to provide mail host

control, user interactioan, data base management, and network
communications support, is required along with a storage rwredia. In
addition, the unattended operation requiremant includes the necessary
compenent redundancy, self loading capability, and fault tolarance
describad in the layered mail systam hardware description in paragraph

5.5.1. The network access lines are adequate to meet the projectied

inter mail host transmission requirsments of this community. Mail host
access lines and their required control, which was accomplished by the
network in the previous mail systems, are now the responsibility of the

mail host or the existing office information system depending en which

configuration is implemented.

5.83.2., Software

The extent of the software for the local mail host system depends

on the hardware that supports it. If the mail host is an additional
L function of an existing information system then it may utilize the data

base management capabilities of the system it is iategrated into. The
portion of the original software suite of the centralized system that is

e utilized by the integrated mail function system is therefors dependent
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on the existing information system and its interface capabilities. The
mail host can bhe reduced to a network communications oprocessor which
contains the communications bprotocols translation modules. The stand
alone alternative system requires the same software architecture
cutlined for the centralized svstem. In either <case the software
reliability must he high to support the unattznded operational
requirement which means that fault tolerance and <self checking

capabillities are required from the software.

5.8.3. Packet Characteristics

The local mail host system, regardless of corfiguraticn, btas the
same network characteristics. Bv its architecture, it 1is a user
localized system made to interface with the user throueh lncal access

]

lines and not through the network. Mail szeneation, aditing, readin

g

3

discarding, and filing therefore do nct require network access. Inter
m2i1 host transmissicns are the onlv function that roequire network

connectivity.

5.8.3.1. Mail Transmission

The inter mail host transmissions between the mail hests, for the
local mall host system are the same as the previously described systems.
Large multiple transmission efficient packet messages with high system
respoase times characterize the network traffic from this function. Ihe
"mail baeging” and ootimum netwcrk usage techniques can also be applied

against the requirement to improve its utilization of unetworxk rescurces,

5.9. lcpology Comparison

[he topologies of the focur mail systems have depictad their
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differences 1in packet characteristics and function allocation. this
section determines the efficiency of =2ach miil system according to the
criteria of Chapter Four. This in turn leads to a prioritization of
recommendations based oa the. magnitude of the inefficiency in the
current system that they improve and alsc through the amocunt of
resources required to implement them. Chapter 3even summarizes the
results of the evaluation and the recommendations. The evaluation
technique and its rationale are discussed with the evaluation criteria.
Figure 5.7 is a compositae depiction of the four mail systems to provide
a common rarresentation of their unique topologies. This composite mail
svstem is onlv 2 tool for highlighting the mail system differences for

2ach evaluation <criteria and should uwot be considered a bhybrid

comhination of the four topolecgies.

5.2.1, Financial Resources

The evaluation of the four mail system topologies utilized their
representative coonsctivities depicted in Figurza 5.7 to determine the
anount of aquipment required to implement eacihi syster. The followine
naragraphbs provide the {inancial resource criteria'prioritization for
the recurring costs which entail the developmzut and procurement of the
mail system and the nen recurring costs which cover the activated mail

system”s operations and maintenance support.

la ANERA.
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Mail
Operation

®
Mail Host
Processor

Stand-Alone

Integrated
Local

<4 Mail Host o

[ferm] [Term |[Term |[Term ] {Term.}[Term.][Term ][ Term.

Figure 5.7. Composite Mall Systems on the Representative Network Model

(NOTE: There is no functional interaction between mail systems)

5.9.1.1. Mall System Topology Prioritization Based on Non Recurring

Costs

The evaluation of the mail systems according to their non recurring
costs is based on an estimate of the up front investment cost necessary
to engineer the system and develop the mail host”s hardware and

software. In addition, the mail system has to be procured and installed
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with the required facilityv support. The essential cadre of operations
and maintenanca personnel along with their training are also required
prior to operational cutover. With these considerations the
prioritization of mail systems from the lowest cost to the highest cost
resultad Io the following.
1. The centralized INFOMAIL mail system has the lowest non recurriag
costs because of i{ts single natworx location requiring one facility
and one mail host. In addition, its simple data base management

mail host requires no developement.

[

. The distributed mail system is proiected to have the next lowest
ncn recurring costs for similar reasons to the centralized system.
A mninimum number of and simplicity of the mail hosts keeps the
facility support and equipment procurement cost below the layered
and the local mail host alternatives. Since this system is merely
a smaller version of the centralized system, there are also no
development costs.

3. The third mail system in tha non recurring category is the local
mail host system. This is due to the costs required to develop a
highly reliable unmanned system and engineer a somewhat universal
interface to the user”s equipment. The other mail systems had the
advantagze of the DDN as the provider of the standard interface.
Alsc the orocurerent of multiplz nieces of equipment with their
installation into a user”s facility further justifies this ranking
of this mail system.

4. The layered mail system is the fcurth or most expensive mail system

in required non recurring costs Bbecause of its projected higher

Db
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development costs in comparison to the lccal mail hest system.

3
-2

1

(]

developmant of the highly reliable unmanned mail host processor

requires a significant 1investment in
orevious mail svstems,

sottware, installing it, and providing

comparison to the three

fhe procurement of this unigue hardware and

facility support fcr five

locations, including the ceatral storage facility, also requires

sisnificant fundine.

5.9.1.2. Mail System Prioritization Based on Recurrinz Costs

After a svystem is cperatioal, the day to day costs of supvorting it

become apparent.

These costs entail the salariss of 211 the system

suppart personnel, facility support, in additiorn to the procurement of

3pars parts.

prioritized from the lowest to the

rolloving ways.

1. The local mail host topology can provide

mn

Intenance costs

L

hosts and singcle mall operations

providine this support.
13 , 1%

inder these catezories the mail

hizbest

svstem tepologies can ke

recuarriang cests ia tne

the lowest operations and

tecause of its wunmaanad hishly reliable mairl

center cocupled with the user |

2. The cantralized mail system is the next la2ast expensive alt2rnative

in this category due to 1its single

facility.

cperations and maintenancs ‘

3ecause the mail host was not specifically designed for

the same level of highly reliable unmaonad operations as the local

mail host and the layered system, its suppert stafi is larrer. In |

additicen, the facility support of this

nravious sy

W

within the user”s facility.

~J
L)

system was bhigher than the

tem because of the incorporation of the local mail host
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3. The layered mail system 1is the third mail system in this category -
because of its unmanned highly reliable mail host processors. The
manning of the central file storage facility, in additin to the :l

deployable maintenance teams covering numerous locations,

- v s o
.
Py

determines this relative position behind the local mail host and )

[

centralized mail system. '

4., The most expensive alternative was the distributed mailil system

because of its two locations of manned equipment. In addition,

v A i e oo
. . . .
. i . R

this equipment does not have the same high reliability of the local
mail host and layered mail systems. The two distributed mail hosts

require more operations and maintenance personnel than the single

| €
o mail host system.
f; 5.9.2. Financial Resource Summary ]
@' The above analysis justifies the prioritization of mail systems
from least to most expensive. In Table V.0., the results indicate that :
the current INFOMAIL mail system has the lowest one time investment
costs but that the local mail host has the 1lowest operations and
maintenance costs. ‘
.. )
- Table V.0. Prioritization of Mail System Topologies Based on the
q
- Required Financial Resources.
: Expense Non Rzcurring Costs Recurring Costs
] Least 1. Centralized 1. Local Mail Host

2. Distributed 2. Centralized

3. Local Mail Host 3. Layered

e Most 4, Layered 4, Distributed
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This information coupled with a relative weighting factor, provided
by DCEC personnel, was utilized to estatlish a prioritization of mail
svstem topologies according to their financial rescurce reguirements.
Yinimizing recurring costs was given a relative value of &/10, with the
denoninator representing the maximum value possible. Consequently,
reducing non recurring costs had a relative staading of 2/10. The

specific breakdown of mail svstems with both their recurring and rnon

recurring costs evaluated with the DCEC w2ighting factor 1is provided

below.
l.Local mail host least expengive
2.Czantralized
3.Layered

4.bhistributed most expensive

1
e
aTar. VN

- 5.9.3. WNetwork Resources

..

The comparable evaluztion of the four topologies within the network

rasource categories can be sz2en in how each mail system utilizes the

packet for communications and the effect of the packets, oenerated from
each mail system, on the network., Figure 5.7 couplad with the packat

characteristics for each mail function, that were addressed ia Chapter

Vr Ma e o e Sw iy

Four, provides an evaluation model to determine the specific network

rascurces required bty each system.

3
[
y
1 $.9.4. Yetwork Resources lopolozv Evaluation Technique
. [he evaluation of the mail systems was conducted by utiliziing the
¢
‘ most comnon networx access techniaue, the terminal, and the user mail
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session model determiped for the design of the lovements Information

Network (MINET). This mail session modz]l was determined through 38N and

.l

]

]

. user reaquirements surveys which translated existing Autcomatic Digital l
., “
- .
- Metwork (AUTODIN), TELEX, and tzlephone communications into electronic j
- 1
- mail requirements (19:21). This was used to calculate the number and 3
- size of packets resulting from typical mail gesneration, editing, !
- i
k- reading, discarding, and filing functions as accomplished by a teletype i
= 8!
- terminal (see appendix for specific results). The specific packet 3
f characteristics are dependent on several variables. One is the source 1

of the message where the mail host transmits mwmultiple characters per

packet and the teletype, with the TAC in its normal character at a time

mode, transmits a single character per packet. Another consideration is

the echoing from the mail host back to the teletype to confirm character

rac2ipt., Finally the single largest determinant of packet size is the
size of the information block that is being transferred. The analysis
Aetermined the number of characters par packet for each network
transmission between the teletype and the mail host. The node distances
hatween the variocus components of the mail systems represents the
average number of network nodes required to provide coanectivity for
that particular mail functicn, which indicates the magnitude of the
network that is influenced by the particular packet characteristics
generated by each fuadtion. As an example, the terminal that must
connect to the nearest distributed mail bhost must travers2 at least two

nodes with the nighkly tr asmission inefficient packet characteristics of

this interactive traffic. [he average packet utilization rate for each

mail system under the various mail functions provides an indicator of

75
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the effectiveness packet in utilizing the network capacity efficiently. -

SRR It is calculated as the ratio of the amount of user information each

packet carries over the maximum capacity of user information for the _!
packet. The network resource comparison also included the inter mail :
host transiwissions between mail hosts. This evaluation consisted of a

comparison of average node distances between mail hoste as an indicator

wy. Xt

of the extensive network traversals required by each mail system.

Spaecific packet utilization rates for the inter mail host transmissicns

oy Ty

ars very bigh in comparison to user generated traffic. The naumber of

packets per majl transmission was approximated at 27 packets (16030

characters in 26.3 packets which can carry 61 characters per packet)

d
¢
& based on the 1600 character piece of mail gznerated duriag the mail ﬁ

5.9.5. Hetwork Resource Topology Evaluation Results

v Tan

The above results <demonstrate the severity and expaase of the 4

transmission inefticiencies ot each mail system on the network. It

certainly shows the benefits cf the different systam architectures in
localizing, as seen in node connactivity of Figure 5.7 and the node

distances of Table V.1, the large number of inefficient interactive

‘ traffic from the generation/editing/posting of mail from a terminal.
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Table V.l. Mail System Network Resource Evaluation

Mail System Topologies

Central Distributed Layered Local

Node| Pkt {No.of ([Node| Pkt |[No.of|Node | Pkt (No.of Nodéifkt No.of

Dis Util|Pkts*|Dis Util|Pkts*|Dis Util|Pkts*{Dis |Util|Pkts*
Gen/
Edit/ 3 3.45|3733 2 3.4513733 1 3.4513733 0 0 0
Post
Read/
File/ 3 35.85) 77 2 35.85) 77 1* [35.85 77 0 0 0
Discard
Inter
Mail 0 - 27 2 - 27 3.3 - 27 3.4 - 27
Trans

NOTES:

*# Packet totals do not include TCP acknowledgements.

%% 1f files at the central file storage are required then network
connectivity is 3.

Large traverses of the network by packets of any size increases the

network congestion.

packets.

This

problem increases

The centralized mail system,

with large numbers of

as seen in Figure 5.7, has the

greatest impact on the network because of the distance that the packets

must travel during a mail operation.

This problem is exasperated at the

node which supports the mail host when more than one terminal conducts

mail operations.

The other topologies have the benefits of distributed

architectrres to reduce the network congestion,

The only difficulty

with the alternative topologies 1is that increased distribution between
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mail hosts increases the ncde distance that electronic mail must cross.
Wwith the exception of the inter mail host transmissions, the packet
utilization rate and numbers and sizes of packets arz a function of the
user”s TAC traasmission mcde and terminal and not the mail system. The
node distance along with the packet utilization rate constitute the
significant variablss in the evaluaticen of the four topologies. A low
packet utilization rate coupled with a large node distance indicates a
relatively severe impact on the network. To cptimize a topelogy, by
minimizing the impact on network resources, the low packet utilization
rate must be in conjunction with a small node distance. The effects of
the proposed network tariff agaiast each mail system can be determined
in the nodal distance valpe. As originally stated, all connectivity
equal to cr less than two nodes rasults in a lower usage tariff. A
simplistic indication of expected system respoase for =2ach mail system
can be obtained through the aumber cof aodes that should be traversed. A
lower number should indicate a lower system response time. A realistic
system response time 1is dependent on th2 traffic on thke IMPs aad
communications lines connecting the user to the mail host. Also the
processing spesed and load on the wmiil hosts themsalves aust be taken

into account to determire a specific response time wvalue,

5.9.6., Network Resource Summary

The prioritization of the alternative mail system topologies was
accomplished throuzh the  minimization of their required network
resources. As stated in the previous paragraph the optimum topology
reduces the impact of beth the low packet utilization rate and large

numbers of packets by localizing their effect with small node distances.
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This strategy was used to prioritize the mail systems as seen in Table.
%i} V.2. Also stated in the previous paragraph, each mail function has its
characteristic packet utilization rate along with numbers of packets
which are functions of the TAC and the terminal used in the mail

operation.

Table V.2. Prioritization of Mail System Topologies based on Minimized

3 :. Node Distance per Mail Function. (Prioritized from lowest number of

_ nodes to highest)

[ Mail Op, Mail System Priority
B Gen/Edit/Post 1. Local Mail Host Lowest
P;“

¥ 2. Layered

3. Distributed

4. Centralized Highest
Read/File/Discard 1. Local Mail Host Lowest

2. Layered *

3. Distributed

4. Centralized Highest

Inter Mail Host
Transmission 1. Centralized Lowest

2. Distributed
3. Layered
4. Local Mail Host Highest

* NOTE: Assumes files at local mail host processor.

The local mail host has the lowest network resource requirement for

every mail function except for the inter mail host transmissions where

80
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it is the highest. The level of architecture distribution from highest -
{: ﬂ;j to lowest correlates with the mail generation/editing/posting and mail

tl ) )
P reading/filing/discarding functions and inversely correlates with the J
mail hest transmission mail furnction. Through the "mail bagging” and

natwork minimum usage concepts the natwork impacts tor mail transmissicon

can be minimized with that assumption. The prioritization, from best to

omemm A . . . . e s

worst, of mail system topologies based on minimum oaetwork resourcses .
results in the tollowing:
1. Local Mail Host,
2. Lavered.
3. Distrituted.
/,

4. Centralized.

This provides additional justification for the wmail system topology

ol A A A M. At o em NS A & 1

recommendaticns at the conclusion of this chapter.

5.2.7. User Interoperahility

Prioritization of the user interoperability comparison was

Bl R A

accomplished according to the requirements that must be mat by each mail
system. Specifically, the oprioritized <categories are mail nrost

availability and system reliability. Availability addresses the

PRI STy e

robability of being able to access the mail host. I[f a large aumber of
p y 2

users attempt to simultaneously .access the same mail system, which has a
limitad capacity, the result could be a tlocking of service to some
users. The system availability is a function of the simultaneous user
access capacity of the mail system in addition to the network
coanectivity. System reliability 1is an indicator of the system’s

ability to prevent mail host failures and lessen their impact. This

C - e s s &4 8 8 e ¥ s & & 4 .r
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capability is based on the reliability of the individual components of a
mail operation such as the terminal, access lines, mail host etc. in
additon to the network connectivity. It”s also dependent on the number
of users denled service by a failure in any component of the mall
operation. The evaluation of the mail system topologies was based upon
an examination of their architectures and their designed reliability.

Ibe following paragraphs address the analysis of the mail system

topologies according to their system availavility and raliability,

5.9.7.1. System Availapility Evaluation

Basad on the evaluation of the alternative mail system topologies
accordinz to their system availability, the following mail systenm
orioritization, from hizhest to lowast, rasulted.

1. I'be local mail host topology has the highest availability because
of its deployment strategy of multiple units to cover localized

communities of interest. Ine actual availability is based on the

local access lines and not upon the network at all.

[S%]

The layered mail system 1is the next highest mail system alsc
because of its deployment strategy. The positioning of the mail
host processor near an IMP that supports a gecgraphically localized
area minimizes the number of possible simultaneous accesses in
comparison to the distributed and centralized mail systems.

3. The third topology accordinz to the system availability catesgory 1is

the distributed mail systam. Its architecture reduces the

possibility of service blockase due to simultaneous accesses telow
the centralized system but nct 1s well as the local mail host and

layered mail systems.
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The last mail system topology, ia  providine high system -
availability, is the cantralized system. This is based on the fact
that a single mail host to «cover 2all ugsars 1increases the
probability of users not bleing able tc access the mail host,

simultaneously,

5.9.7.2. System Reliability

The ability to wrinimize the number of users affected by mail system

or DDN failures coupled with the system”s designed reliability, are the

evaluation goals for the system reliability prioritization of mail
svstem tcpologies. This evaluation resulted ic the followiag mail

system ordering from highest to lowast.

—_
.

Tke local mail host has the highest system reliability because of

its distribution to the smallest sroup of users. A failure in the 1

network connectivity merely disables the inter mail  host

transmissions but still allows the other mail functions. A mail

et e a s s . s

host failure only impacts those users that arz locally supported by
it.

2. The lavered mail system topology has the second highest mail system

reliability through its distripution of mail host processors which

minimizes 1impacts to wusers due to both network and mail host

processor failures. Its reliance on the npretwork reduces 1its :

raliability below the 1local mail host btut its highlv reliable

¢ hardware and software place it above the distributed and
o centralized mail systam topologies.

O 3. The distributed mail system is the aext mail svstom in this raanking

13
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q of system reliabilities. Although the distributed mail system ‘
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utilizes the same hardware/software as the centralized system its
distribution reduces the users impacted by a mail host failure.

4. The centralized mail system is the lowest evaluated alternative for
system reliability because of {ts architecture. Its single

location is a failure point that would affect all the users.

- 5.9.8. User Interoperability Resource Summary

The evaluation of the mail system topologies according to their

i. projected system availability and reliability resulted in the analysis
in the previous paragraphs and are summarized in Table V.3.

.

& .

ﬁ Table V.3. Prioritization of Mail System Topologies based on User

K

Interoperability Resources. (Prioritized from highest to lowest

Availability/Reliability)

Priority Availability Reliability Availability/Reliability

High 1. Local Mail Host{l. Local Mail Host 1. Local Mail Host

2. Layered 2, Layered 2., Layered
3. Distributed 3. Distributed 3. Distributed
Low 4. Centralized 4. Centralized 4. Centralized

5.10. Topology Comparison Conclusion and Recommendations

The analysis determined the points of inefficiency in each mail

system. The current centralized system evaluation indicated that it has

the most inefficlent use of the network resources with the lowest
avalilability/reliability features in comparison to the alternative

systems. Its efficiency 1n use of financial resources 1is a

ARt s d
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considaration if low cost expansion is required and the network and user
interoperability resource inefficiencies ﬁre acceptable, These
conclusions and the prioritized mail system topologies addressed in the
nrevious paragraphs were evaluated against a DCEC rprovided relative
welghting factor against each criteria. 1lhis permitted DCEC opersonnel
to establish the final orioritization of mail system topolozies btased c¢n
their combination of the relative merits of each alternative’s
financial, network, and user 1interoperability efficienciz2s. The user
interoperatility criteria was rated as the most important Jith a
relative weight of 5/10, with the denominator 10, being the maximum.
The network and financial resource were considered to be 4/10 and 1/19
respectively. This relative weightiaz reflaects CCEC”s 1interest in
providine maximum majl service to as many users as opossible with
minimized natwork rasource impact. The financial resources necessaryv to
accomplish this task are not considered a significant issue in
corparison to the otner efficiency criteria. The following
racommendations are based oan the weightad prioritization of mail svstem
topologias according to the magnitude of the inefficiencies they corract
from the currert centralized systam.
1. The use of the local wmail hest will improve the utilization of
natwork resources and also the system avallability/reliability.
Its developement costs are ofisat by the above Improvements in
addition to lcwer operations/maintenaance ccst than the current
system.
2. The layered mail system has the next lower lavel of network

resource and system availability/reliatlility Imprcvements in

Co
wn
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- comparison to the local ®ail  host. Its development and A
. operations/maintenance costs are higher. ﬂ
3. The distributed mail system has the least improvement in networc L |

requirements and system availability/raliability. Altnough 1its

development costs are lower than the two previous alternatives its
operations/maintenance costs are higher. )

3

b I . r} ] . . i el - 2 .

s Prioritizing recommendaticns according to the amount of financial

L

A

rescurces necessiary to Iimplement tham results in the follcwing.

] 1. The distributed mail system has the lowest implamentation costs 1
coupled with the lsast improvement over the current system. Its
operaticns/maintenance costs however, are the highest of 2all the

[ : C

4 alternatives. .

L. ~ LR . 3 1 I3 . 1 .

s Z. The local mail host has a higher implzmentaticn cost than the

- distributed mail systam hut lowest operationns/maint2nance cost. It

a ‘j. also bhas the wmost sigailicant 1imprevement in unetweor< resource t

¥ utilization and system availability/reliability than all the

IS alternatives. B

? 3, lhe most expensive alternative to implament 15 the layered mail 1

3

[ - system. Its operations/maintenance costs are lowec tnan the

t

r distributzd system and it has the sa2cond lowest network resource

{ v [

& requirements with the second highest availability/raliatlity, whict -

,

still makes it a viable aiternative.

[be two critical issues to ccasider in decidins which alternative

It SRR n 200 Aon e JUn o ok

to choose is time and requirements. Develooment tine is aeeded for the

-
AL lEER

-

1 alternatives and user requirements can increase significantly. The

p . .

b S

;' centralized system can handle increments of additional users but 1 large -

b ‘ !
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nunber would overwhelan this capahility. This study did not evaluate
future requirements, but If cuvrrent network expansion is an indicator,
these additional requirements will arrive without much torewarningz. I[he
distributed mail system shculd be deployabls with the shortest lead time
whereas the lavered and the lccal mail host will raquire substantial
devalopment leadtime. The local mail host swstam could benefit from the
curreat onslaught of iaformation systems, & assisting in the
davalopment of the interface standards with irdusctry. Jnfortunately,
the typical DoD wuser teads to opurchase off the shelf commercial
equipmant and then try to "bend” it to meet DoD standards. With the
advent of information systems tni ughout the DoD, the justification for

ceveloping the DDN 1lccal mail hest is realistic. Ihis crapter Lo

6]
7]

addressed the mail system architecture 2nd bow it can be optimized
arainst the eftficiency criteria. The followinz chapter =valuatas tne

tachniques for accessing the INFCOMAIL mail host through tne D2N.
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VI. User/Mail System Interface Efficiecacy

5.0. Introduction

[he evaluation of the INFOMAIL system on the DDN has addressed the
hardware that is unique to the mail system. The utilization of that
mail system can only be accomplished through its interconnection with
the user through the DDN. This interfacing of the user to the mail
system is the focus of this chapter. Certainly one of the most critical
components in the DDMN is the user”s I/D device. It is also the most non
standard conmporeant since it 1Is provided by the user and is not
engineered into the system. This latter statement provides one of the
mcre expansive problems because the DLN attempts to generate a universal
interface for all user 1/0 devices. This chapter provides an evaluation
of the various electronic mail I/0 devices and inteface techﬁiques to
determine the efficiency of each one along with its alternatives. The
afficiency criteria of Chapter Four was wused to determine the
recommended alternatives. The following <chapter consolidates the
conclusions of the efficiency analysis of the INFOMAIL system and
orioritizes recommendations to improve the current system. BRefore the
avaluatien of the different I/0 interfaces, a review of the basic T/0

ragquirements is provided,

6.1. 1/0 Requiraments

The interaction tatwzen the host”s application software being
accessed on the network and the human being is through an I/0 device.
I'he range of I/0 devices is quita largz, but specifically for electronic

mail the alphanumeric keyboard displzay terminal provides the exact human

i
|
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to INFOMATIL 1{interface. The terminal presents the system imz2ge to the

user and can have significant impacts on the effectiveness of the
application software con the natwork. The capabilities and efficiency of
the entire system, as in response time aud data throughput, could bde
constrained by an inefficiant terminal system. The terminal display has
improved and added capabilities, such as termianal editing, have be2n
nrovided through microprocessor support of the terminal, yet the basic
function of time responsive alphanumeric I/9 have remained the same.

Th

D

following section descrites the various INFOMALIL access techniques.

he last secticn addresses the INFCMAIL supported host.

2

5.2. Tsar Acess Techniques to the INFOMAIL System

The iaterface between the user 2nd the network tc the [NFOMAIL rail
rest can  take place in two ways. [here is the Terminal Access
Controller (TAC), which provides an inexpensive way for a user with a
tarminal to access the network and the INFOMAIL system. The other
method is for a user at a network host to utilize that host as either a
network interface to access tne INFOMAIL system ou a distant network
host or as an INFOMAIL host for diract non network access. The
following section describes and evaluates the terminal access and nost

supported accass techaiques.

5.3, Terminal Access Tachaiques te the INFOMAIL System

Terminal access to the IWFOMAIL network host is conducted through
the TAC, which provides the protocol support and networx interface
device. The following section evaluates the TAC and representativa

terminal configurations for efficiency In interfacing with the INFOMAIL
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system.

6.3.1. TAC Concept of Operation

The interfacing of multiple terminals, with a myriad of different
transmission speeds, is a significant effort. The TAC must provide the
user support to eﬁsure access validation, negotiate a connection through
the communication”s protocol to a network host, and then become
transparent to the actual transmissions. The TAC outputs a universal

message that varies with length chosen by the user. The IMP views the

TAC as another host as It packetizes the messages and forwards them to
the destination host. The Figure 6.0 depicts the major functional

components of the TAC.
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Figure 6.0. TAC Functional Components

AN ANA . e o

The Multiline Controller (MLC) provides the communications

interface between the terminals, connected through the access lines to
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the C/30 processor. The MLC contains the logic which disassembles input
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characters from terminals and transfers them to the C/30 memory buffers.
Consequently, it also transfers and assemblas output characters from the
C/30 memory buffers to bhe transmitted back to the terminals. The number
of charactes per packet 1s chosen by the user during the TAC access
session. The “LC also contains the line interface units which provide
the phvsical communication controls of the TAC ports to match the
transmission speeds to the terminals. Upon initial contact with tne
'AC, the MLC collacts data on the terminal operating parameters and
stores them in the C/30 memery. The C/30 processor, through the TAC
sof tware, sequentially removes the data from the memory and applies the
[SLNEYT,TCP,IP, and network access protocols to establish a connection
with the destinaticn host and then transmit messages through the IMP.
The return route from 1 host to a TAC is similar but the host, if it is
utilizing the BBN UNIX operating system, traasmits a group of characters
together in one packet. The EBN UNIX operating system on ths mail host
mafntains a storage huffer containing all the <characters to be
transmitted back to the terminal; at a certain time {interval it
trausmits the buffer contents together. The TAC stores the characters
untll they bhave bheen sequentially transmitted tc the user”s terminal
(:359-362). TIhe various transmission modes for the TAC are addressed

fan the following paragraph.

65.3.2. TAC Transmission Modes

I'be flexibility of the TAC bas 1included selectabla transmission
modas which have the potential for improving traasmission efficiency.
The TAC has the followlng software selectable modes to transmit messages

te the IMP {ia various sizes.
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l. Character at a Time -- This s the normal mode of operation for the
TAC.
2. Line at a Time -- The TAC transmits to the remote host whenever a

linefeed is recszived.

3. Message at a Time =-- The TAC transmits to the remote host whenever
an end~of-messags character is encountered.

4, Word at a Time -- This function is not too available in the TAC
software at the present but will bhe available by Janvary 1985. It

causes tihe TAC tec traasmit when it detects a space, as in the

completion of 3 word, or a .5 s=2cond interval without an input.
5. Transmit every @ -- The TAC transmits the contents of its buffers
o
after 3 number of characters. !
6. Transmit Now -- The TAC immediately transmits the contents of its N

buffers immediately upon receipt of this commend. This is not a

PRI

permanent condition and the TAC reverts to the  origianal

transmission node after executing this command.
The TAC software also allows the selecticn of whether the TAC

should send an echo locally back to the user”s I/0 device, thus saving

the transmission bandwidth of the return path, or have the echo

RERRRRR  SeOs

originate from the host as normally done (9:34), Although the TAC

el o

)
3 provides several transmission mode opticns, its interface through the
& -
p.. .
. retwork to the mail iost has a few inefficiencies which are discussed K
5 1long with possihle solutions in the next section. )
¢

=3 A

W

5.3.3. TAC Transmission Inefficiencies

. The total overhead of these communications protocols at thke output

¢ of the IMP {5 520 bits per packet, with 160 bits for TCP, 1069 bits for

|
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I[P, and 200 bits for IMP-IMP subnet information. Here 1lies the -

L e D B g
e

significant waste in transmission efficiency. With the TAL in its

noermal character at a time transmission modes. ferminal generated

traffic is Interactive with one character depressed at 1 time resulting
in the 3 bit ASCILI character requiring 520 bits of overhead for an
information transfer rate (8/528) efficiency of 1.5%. This problem is
further compoundad by the need for an 2cho from the network host btiack to

the user”s 1/D device, to confirm character reception.

i
!
4
-;
{
q
:
g

5.3.4., TAC Propnosed Transmission Plans

The solution to the problam requires more than just a selection of
a mora efficient transmission mode and echo plan than 1is currently
utllized. Operating systems and application software on the network

hosts have becn configured to utilize some of the single control

character at a time command modes. Chaaging transaission modes would
impact these functions. Because the TAC becomes transparent to tha
communications it passes, It caunot differentiate between a command or a
text character. The first wide scale application of a nca character at
a time transmission mode aud local echo was don2 on the DON subnetwork,
MINET, ia FEurope (20:5-6). Cach IMP 1is conrected through 9.6 Kkbps
trunks instead of the 506 kbps trunks of the rest of the DDN. This
decreased bpandwidth necessitated a more cefficient use of the network
transmission media., The MINET used a line at a time transmission mode

with the TAC providing the local acho. 1ihis configuration also required

the modification of the INFOMAIL software and UwIX cperating system to
; 1low lccal echoing from the TAC and to prevent the salection of the

e "CBREAK" mode of operation. Unfortumately, the MINET had to revert to a

PP S

e
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character at a time mode of operation because of

and was therefore not available for data analysis.

system, in the line at a time and local echo mode,

and should be activated on tue MINET bv January 1325.

6.3.5. Remote Application Controlled Echo ing

MINET software faults

revised software

is being finalized

(RACE) and Remote

Controlled Terminal Echo (RCTE)

Other attempts te reduce transmission

dynamic adjustment of transmission and echoing modes

RACE plans. Botih would be applied in the TEL!

laysr when responsibilities batween the user

[FLNET are being negotiated. Basically the TAC

ET

inafficiency through a

are the RCTE and

protocol application

TELNET and the server

would provide the local

echo when simple character echoing was requirad, which also provided the

user a short response time. Character echo generation from the host

would be initiated when more demanding computation,

such as a control

character, was necessary. In additicn, the TAC would retain th2 locally

achoed characters until such time as a <character recuiring host

computation 1is generated. At this time the

TAC

would transmit its

contents in a large packet. The potential 1improvemant in network

bandwidth efficiency 1s significant in these dynamic transmission and

echoing mode plans, as long as the user 1is

number of characters requiring host echoinz.

not using a substantial

Ibe RCTE, which was an

carlier aleorithm of the above concept, was actually implemented on the

TIP, but it was not utilized by wmanv host systers and sufferad from

early TIP software problems. The RACZI coacept has not been throughly

evaluated to determine its full capabilities and llimitaticns (21).
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5.3.5. Recommendations

[Fe need to {mprove the transmission efficiency of the MINET,
because of its lecwesr network handwidth, is obvicus. As the MINET begins
supporting additional users, the character at a time transmission mode
with remote echo will begin saturating network trunks and I[MPs causing
increased system response time. The line at a time, with local echo
rlan can be evaluated on the MINET in the near future to determine its
effectivenass for application on the DDN. At the same time, the RACE
concept and new word at a time transmission mode should also ue
evaluated to determine its capabilities and limitations. The

evaliraticns should take place along the following guidelines.

v.3.7. TAC bvaluvation Objectives

fo demonstrate the effectiveness of these transmission efficiency

[$]

should be collected, as a minimum during a

cr

anhancements, Ja
recre2saentative  tine paried, utilizing the 23BN packet statistics
sof tywara., [t iz fimportant to astablish bhaseline nerformance in the
character at 1 time and rewote acho mode prior to evaluating tn2 line at
3 time and remote =2cho enbancements. Specific data categorles are the

following for peax and average pericds.

This item indicaties the percentage ¢ the time that

93]

communications c¢hannel is active. It is specifically calculated by
dividing the averaye bit rate of a link by ics capacity. A hign circuit
uytilization rate cf about 60% can create high queuing delays in the TIXP

which degrades interactive terminal usage because of increased system
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response (22:13).

6.3.7.2, Packet Length Distribution

This metric nprovides an indicator of  network transmission
efficiency with the larger packets Dbeing more efficieat, in their

transport of information.

-

5.3.7.3. Round Trip Delay

lhis statistic indicates the system response time it takes a source

or a

n

host to receive an indicator that the destination host is ready
new massage. This is particularly importart in human gensrated

interactive terminal trafiic (22:16-13).

6.3.7.4. Operaticnal Performance

Tke impact on user applications of z2ither non character at a time
or local echo modes should also be collected to assess thair liwmitations

in am operational anvironment. I'he following paragraph outlines the

method by which the above data should be analyzed.

6.3.8. Evaluation lechnique

The comparisen between the various transmission aand acholng modes
should easily indicate the performance enhancements and limitations.
The expected performance treuds of the non character at a time and local
echoing modes against the baseline character at 2 time and remote echo
are the following. A decrease in line circuit utilization rste from the
haseline should trarslate into decreased congestion and queuing delay on
that trunk”s IMPs. The distribution of packet sizes should change from

haseline nerformance, to indicate an 1increased percentage of larger




packets., This shift translates into a more afficient us» of the network
transmission bandwidth hecause 3 larger packet coaveys mere information
than a smaller packet with the same amount of overhbead. The larger
packet size, unfortunately creates a clight increase in packet network
traversal time, in comparison to the bhaseline, as seen in the round trip
delay data. The results of the operational performancs tests along with
the 1Increase in system respoanse times must be welghed against the
transmissicn efficiency improvements and the decrease in circuit
atilization rate to justify a decision to incorporate the tecnnique ian
the CLN. The expected pertformance of these TAC transmission efficisncy

improvements on the DDN is provided helow.

£.3.9. DBN Implemantation

The potential improvements in transmission efficiency for the MINEY
are preater trnan in the DDHI for the following r=2asons. The MINET was
devaleped 3s 1 heavily interactive electrcanic mail system in comparison
to tha mixture of host and terminal trafiic on the DDN., Therefore there
will nct be the same lavel of improvement in transmission efficiency in

the DON. Also the currently low circuit utilization rate and syste

3

response time of the DX should not 2xparieuce a significant decrease in

non character at 1 tise and local transmissior mode.

n.3.1). YAC Interface Summary

[he Al Pas provided low cost hut effective access to the network
resources. 1o {mprove the efficiency of the TAC”s interface with the
dz2twerk reguires 2z tundamental chang2 in tne protocols which dictate how

terminals=TAUs-network nosts communicate. This change will cause user
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sotftware impacts Rut the esulting improvement in the netuork
transmission efticlency will benefit the z2ntire networx. T[he terminal
that interfaces with the TAC 1is another source of iacfficiancy. [he

following section compares three terminal configurations accordiang to

the ¢ .tariy in Chapter Four.

5.4, Terminal Network Jccess

e next locical point In the svstem analysis is the =zoer intarrace
device. Inis functleon is provided tv the terninal. Althoush there has
not veen any essantiil charnye {n the terminal’s basic function of
orovidine alonasruseric [/J to the wuser, ther are a wide range of
different zupport capabilities vailabla. (his section addr2zses three
repr2santative terminals and their relative erficiency in the use of the
{iaancial, network, and user Iateroperabilitv resources Jdescribed in
Zhapter Four. [he rasulc. compared rhe thr2c terainals and eenerated
rezormendaticons which could impreve the cvarall eifficisency of terminal

aetucrk 1cceszs for the INFUYMAILL applicatizceo.

The simplast terminal te bte discussed is the wmechanically driven
telatvne, whicr bkaag its forerunner in early disital comnmunicaticns
systans aad was one eof the {irst man machine interfaces. Ine telatype
cenverts the alptanumeric <avioard input to an ASCILI coded eight bit
word, with a n2aritv bit, into ilphanumeric characters on its display,
which 1s vrovided by a serial printer. The TAC grovides the necessary

network irtertsce protccols and buffers.

AP IR B PO - " PP I P SN P PN P SN - S, TN, LY N W, K. T

A

. 3"

vl TR

ae AR

19,




e

k2

Aoy
>
-

4

'

3

R EIEE A St onl g

LT Yy Y vw 7

/,

hod,

terminal to which
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. Intelligent Tarminal

tion of an iatelligent terminal is a

.

The defin

user programamable processor ias been addad” (H:l79).

)

avolution of the 1intelligent or processor coatrollad terminal

rasulted fronm the need to Iiaprove th2 obvious inefficicncies ot the

ta

letype. T'hre way to accomplish this was to distribute losic tc the

components cf the natwork, particularly those prenaring data for astwork

transmissicn. [he terminal was a Jogical choice: bLecause 1t cculd

nreprocess the input data iato a .more transmissicn efficiant format.

Iha

of

1

o1}

ranze Oof capabilities of these systems vary coasideracly tut 2 ifew

the rore siznificant fuactions are:

2

Znd to end ervor checking can be incorporated iato the terminal
much liwe the host to nost error checking in the TCP protocols.

Jff network line text generation aad editing utilizing a seconiary
storage media could be performed like a bost n2twerk access.

[ext compaction to reduce total bits required to tragsmit a
massaze, This could simply mean that data is only transcitted from
the terminal when the carriage return or linefeed is activated aad

ra messag2 is traasmitted. It could senerat2 a unique

.

then the ant
code which more efficisntly represants the input data.

Svntav cnecking cculd be done locally instea<d of through a3 network
host.

Termi

intarleaved to 1llow several terminals to use the

o
o
—
v
2]
R
=)
on
)

same access line more efticieatlv.

. Personal Tomputer

I'ne advent of trhe personal computer has made niore loeic and storaze

1

3
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memory available than the previously described intelligeat terminal.
The personal computer could te defined as a multifunctioa microprocessor
hased computer system with some limited capabilities of the host
ccomputers.  In the role of a terminal, the p2rsonal computer provides a
low cost alternative to network accass throush a network host witn an

e, I[be perscnal computer, beczuse of its increased technical

2

capabillities of larger storagze emory and programmability, has
increased capabilities in addition to those listad for the intelligent
terminal. The flexibility of the personal computer 2allows it to locally

generate and edit mail using a varietv of differeat software packages
< - &g

S that oprovide wuser support such as spelling checking and differeant

terminal emulations.

6.5. Terminal Network Access Comparison

The user currently provides the DDR 1/D device. An evaluation of

I

ha2  capabilities and limitations of each of the three terminals,

[oN

previously described, determinad the inadequacies {ia curreat interfacing

‘i tachnigques for eacn terminal configuraticn aloag with the
4 I I3 s K3 1] 3

g recommandations to improve them. Alsc the combined prioritization of
3

E t2rminal configurations, according to the above arficiency criteria,
r’ outlines the justification to influence future termiral procurements.
8 fh2 evaluations 1are accomplished throuch a logical minatioa of che
! financial resource requirements and availability/reliadility of each
q terminal. In addition the specific network resource raquirements for

each terminal were deterinined through the applicaticen of the mail

session model. The financial rescurce requirements evaluation is the

h! first portion of the analysis that is addressed,
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6.5.1. Financial Resourcas

[his sactioan analyzes the relative financial resource
prioritization between the three terminal coafiguraticas. This was
based con the avaluatioa criteria descriibed in Chapter Four. Cre
differences between the intelligent termiral and the personal computer
in this criteria hecome negligible and therefecre the prioritization was
conducted betw2en the teletype 1nd the iuntellipent terminal/personal
computer. The wide raage of acquisition cests for all three terminal
confisurations makes a relative evaluation of vepresentative non
cecurring costs too subjective to be conclusive. The prioritization of
tarminal configurations according to non recurring costs i3 & question
of the reliahility and maintainability of the mechanical technolecgy of

tha teletvpe ir comparison to the solid state technology of the

ntelligent terminal/personal cowmputer. The reliability of solid state

[

aquipnent in 2 venign environment is higher than mechanical equipment in
a similar =avironment. Also, although the teletype has been 2a DcD
standard I/D device it is being replaced with more up to date solid

state 1intelligent terminals. [his evolution jeopardizes the future

pare narts and maintenance support for the telatype tc a point that tne

w

intelligent terminal/personal computer will become the DoD standard I/9

device. Rased on this logical analysis of the non recurring costs of

[ s

thre  terminals, the ntelligeat arrinal/parsonal computer are the
nreferred user [/Q davices according to the —required financial
resources. [he aralvsis cf the network resource recguirerents for each

tarminal) is discussad [n the €followins paragraphbs. [bese results

together with those of the finaacial and user irteroperabtility resource
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avaluations and recommendations justify the terwminal prioritization at

the conclusion ot this section.

.5.2. Network Resources

Tha =2fficiz2ncy differences between the hree. terminals are
significant for the network resource criteria. The capabilities and
limitations which were discussed in the terminal descripticas were
amploved in this section against a theoreteical mall sessicn model to
ietermine the exact aumber and size of their resulting packats. Each
terminal configuration was then compared against ocoe another to
astahlish recommendations. The following paragraph addrzsses the method
utilized te determine the network resource efficiency of the terminal

contfizturations.

o o= A

5.3.2.1. Terminal Network Resource Evaluation Technigue

The evaluation o¢f each terminal was accomplished through the
aprlication of the ¥IWNEYl mail session mode! that was discussed in the
cravious chapter. This model represents a typical user mwail host
interaction from a tsrminal. Each tarminal”s unique capabilities were

utilized to raduce their network resource requiremnents to the ainimum.

This entailed altering the configuration of the TAC during a file

- transmission when possible. The accass iine transmission bandwidth was
- - kept at 9630 bps, the maximum for the teletype even though both the
3
d iatelligent terminal and personal computer have higher capabilitiss,
®
o -- : N 3
b - the possibla cenfigurations for the intelligent terminal and personal
[~
b .-
- computer would have made an exhaustive evaluation of thase termlinals
8
b . . A .
- bayond the scope of this  study. Therefore a representative
) ‘
r
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configuration was chosen, which provides both terminals with storage and
local editing capabilities, based on their most prevalent configuration
when communicating to the mail host. In this configuration there 1is no
difference 1in petwork resource requirements between the two terminals.
The evaluation results were summarized into the frequency distribution
of packet lengths per mail function which 1is an indicator of the
probability of a packet being a certain length. The longer packets are
more transmission efficient than the shorter packets. The packet
utilization rate for each terminal was determined to demonstrate the
efficiency of the use of the packet as a communications component. The
number of packets generated per mail function was also computed for each
terminal. This number provides a comparisoh of the volume of network
traffic resulting from each terminal. The actual results of the
evaluation are seen 1In Table VI.0 and are analyzed in the following

paragraphs.

Table VI.0. Terminal Network Resource Evaluation Per Mail Function

Gen/Edit/Post Read/Discard/File
C | No.of Pkt Length Pkt | No.of Pkt Length Pkt
Pkts Distribution Util.| Pkts Distribution util.
1-20121-40}41-61 1-20|21-40 |41-61

113733 |98.3|0.08 1.6 3.5 77 |64.93| 1.3 [33.71 |35.9

2| 330 |88.8f{ 0.6 {10.6 9.7 77 164.93( 1.3 ([33.71 }35.9

(C) Terminal Configurations: 1. Teletype, 2. Intelligent Terminal and

Personal Computer.
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‘ote: [otal numbar of packets does not iaclude TC? acknowladgements

whichh would double the tabulated value,

6.5.2.2. Terminal Network Resource Evaluation Analysis

The above results (see appendix for specific calculations) for the
cenerate/editing/pesting of mail show the advantages of the intelligent
tarminal and personal computer over the telatype {in required network
£2S0Urcas. The differences are attributable to the off line text
2eneration and editing capahilities of the intelligent terminal aad
personal computer. The teletype ncrmally operates through the TAC in a
charactar at a tire and remecte echo transmissior mode for entering aad
editing the text which genarates a sipnificant aumber of short packets.
This 1increases the packxet congestion in the network. The alternative
terminals utilized their file transmission capahbilitias to transmit the
text of the message through the TAC in line at a tim2 and local eche
mode. The packet utilization rate is a more accurate {ndicator of the

ransrission efficiency of =2ach terrinal cecnfiguration. Ihe interactiva

cr

communications requiremeats reduvce the transmission 2ificiency of the
packet as seen partlicularly witn the oaline text Jenerating aad editing
of the teletype. The mail reading/discarding/filing function show2d ro
differencss between termiunals in required network rasources because the
off line storage and editing capabilities of the intelligent terminal
ind personal computar nave no advantage in tiis query/response function.
[his difference in network resources for each terminal can b2 readily
felt by the user when the usage tariff 1{s applied. Since the rate is

denendent on numbers of packets and not their individual size, the

higher volume of packets from the teletype sesslicn make this user device
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an gxpensive option.

6.5.2.3. Hetwork Rascurce Summary and Recommerdations

[ke evaluation of the required networkx resourcas tor each terminal
ravealed their impacts on the network due to a typical mail session.
[he telatype terminal required che largest oumber of packets und
utilized the transmission capabllity of the packet inefficiently in
comparison te the int=2lligent torminal and personal computer. A
modification to the teletype tc include leccal storage and editing will
improve 1ts nunetwork performance considerably. Znhaancements in  the
intelligent terminal and parscinl computer network rasource periormance
could be realized with the faclusion cof the [NFOYAIL messzse format inte
their systems. This would allow the entire message, not just the text,
to be ganerated locally and then transterred te the INFOMAIL bost.
These points, coupled with the previously stated advantages of low
rasponse times during local wmail generation and editing, make the
intelligent terminal and personal computer the wmore officient L/D
devices. Results from the table, coupled with the previously stated
advantages of low system r2sponse times during mail generation and
aditing, and lower usage tariff than the ta2latype, make the intelligent
terminal and personal computer the mnore efficisnt I/0 devices. I'o
complet2 the analysis of the representative tarminals, the svaluaticn of
their ussr interoperability was alsc conductad. The results of this

evaluation follow.

6.5.3. User Interoperability

P

The user intaroperability criteria, as descrived in Chapter Ffour,
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Y addressed the availability anc¢ reliability of an item. The availabilitv
- f category is not applicable to the terminal in the same sense as it was
appli2d to the mail system topology evaluation of the previous chapter.
{n that context, there were many users in cornetition for a limnited
resource, the mail host access. The terminal availability 1is an
e evaluation of how efriciently it can be used thus reducing the demands
o on the system that is {interfaced to it. In the specific elactronic wrail
rola the terminal configurations each had certaln capabilities which
influenced their required network resources. This aspect addrassed the
limited capacity of the network but did not take into account the time

required to perform the mail functicns. Since the mail system has

limited access capacity the time that a terminal is interfaced to it
increases the probability of another user being denied service.
Therefore a terminal”s availability is more a measure of the coanection
time with the mailkost which affects the mail system”s availability.
The 1intelligzent terminal and perscnal computer clearly exceed the
teletyne in lower connection time because of their ability to g2nerate
3 and edit text in addition to reading transmitted mail off line. This
latter capability was nct demonstrated in the mail function during the

ma2il session becaus2 the mail session model required reading in

R conjunction with filing 1nd discarding. Trereiora the inta2lligent
‘ terninal and personal computer aras the préferred user [/) devices in the
.- availability category. The reliability of the differzat terminals was
@
discussed during the financial resource evaluaticn. [nis ceoncluded that
e the reliability of the {ntellizent terminal and persoral computer was
o higher reliahility than the telatype. In summary the aser
L]
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interoperability evaluation of wuser 1I/0 devices resulted 1in the

intelligent terminal and personal computer as the more efificient option.

6.6. Terminal MNetwork Access Conclusions and Recommendations

The efficiency analysis of the representative terminals resulted in
the conclusion that the telatype terminal had the highest network and
financial resource requirements 1ir addition to the opoorest |user
interoperability. Although the user”s I/0 device itz his responsibility,
based on the evaluation results, DCA should <consider providing
incentives to the users to adopt thesa recommendaticns. The proposed
DO usage tariff would encourage the use of terminals which could
perferm lower cost file transfers than iateractively entering data
would. PBetween the intelligent terminal and the perscaal computer the
significant differerence is that the latter system can be .programmad to
emulate various terminal contigurations c¢r provide other qaon mail
functions ia addition to the capabilitiss of the intelligent terminal.
Since the evaluation performance was identical for both terminals this
flexibhility makes the personal computar tha preferred I/D device with
the intelligeat terminal as the next alternative. The teletype, Dy lits
poor performance, is the lzast desirable terminal. Another alternative
is that the teletype can be upgraded with a memory stcrage and editing
device, to bring up its capabilities to the level of the intelligent
terminal and personal computer performance. The advantages of this
alternative ars that the teletypes are already fi2lded and user will
also benefit from a lower usage tariff, in addition to the increased
capabilitiss. The development, acquisition, and support costs of this

added componeat must be weighed in the evaluation of this alternative.

107




-
[ ]
L
-

-
.-,
-
A
.

CARCEE A 0 _ann oo
. DR A

Faar dunah s S A S G\ SR NS Sl ga 4

Ll ATl - S 2

) arodh euh e cdt e B aea oS g
T a0 A Aar Ak aeraniC N araC SN gy abub AN ar-i sl St A AN S

A final alternative, which requires the modification of DDN network
hardware and software, would address the inefficiency of the interface
between the personal computer and the DDN. A network host can utilize
FTP to transfer its locally generated files through the network. An
inclusion of this capacity into the TAC or the IMP, along with the
required software in the personal computer would improve the efficiency
of its file transfers when used to access the network. Again this
modification must be thoroughly understood and the future requirements
for personal computer access to the network must be evaluated to

determine the cost effectiveness of this additional capability.

6.7. Host Supported INFOMAIL Access

Another methud for interfacing with the INFOMAIL siystem is through
a local host connected to an IMP. Figure 6.1 deplcts the two possible
configurations for this case. The following paragraphs provide the
specific details of each configuration and the inefficiencies of this

INFOMAIL access techmnique.

IMP —_— Representative
: Ne twork
]
]
i
! INFOMAIL
Host INFOMAIL 0 Resident
Mail Host : Host
\ .
1
]
Term. : erm.
(]

Figure 6.1. Host Supported INFOMAIL Access Configurations

108

N S S S

P

it W A,




W W WO NN W W T YT T A A e e TN

5.7.1. INFOMAIL Resident on the Local Host

The simplest access to INFOMAIL is accomplished through the user’s
local host 1if it contains the INFOMAIL softwars. The [ FOMATIL
application software is accessed as would any other software package in
the software library. The mail session is dons locally, without tne
natuork, and the mail transmission from the user”s host to a distant
network host is done through the network utilizing either SATP for a aon

INFOMAIL mail syster and FI{P for another INFONAIL systen. If &tne

recipient has a mail box on the wuser’s host, tihen the network !

[

transirission is not necessary. X

L

b

5.7.2. INFOMAIL Resident on a Distant Network dost i

detwork coanectivity to INFOMAIL, when it is resident on a distant %

natwork host, can be provided through a local network hkost. [he user 1
") initiates the communications process in his local host by sending the

- TELNED, [CP, 1IP, and netyork access protocols to open a conrection 4
= through the local IMP to the destination bost. 4t thnis peint, tha local

nhost btecomes transparent terminal support to the user”s communications ‘

unlaess specifically addressed by the user, as in a ftile tracsfar. The

————

Py

traffic therefore frcm the nost to the IMP is the same as it the

terminal were connected to the IMP directly (3:33).

S PN

a

5.7.2. Host Supported Network Access Iransmission Inefficieacies

ek g

shen used intzractively this communications transpareacy through

[ )
At endiond

i

the local networik nost, after the coanaction to the distant network host

v

has been made, creates a3 significant transmission inefiiciency.

currertlv, each single character that is input by the host supported '
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terminal generates single character pac«<ets aad requires remote echoing .

f w .t s a SEENE . . .

from the distant network host. Aas the analysis of the TAC indicated,

tnis is a waste of network bandwidth, which also rasults in a high usaye

AR AL

taritf. {Unfortunately, chere are not networx host operatiing a3 in the
TAC such as line at s time, message at a3 time, and local echoing. 1The
followingz paragraph addresses a possibls solutior to the host supported

access transmission inefificiencies.

A A 2 . EERA "

5.7.4. Host Suprorted Natwork Access Trensmission Cfficlency

AN A

Improvements

[T the mail is locally generatad, edited, and read, these

PR S W SN

jnefficiencies are miaimized to strictly the wail host coemmands with l
transmission efficient file transfer of the mail between cthe local

network heost and the mail host. Also, as discussed in paragraph 5.3.1., K

the time interval flow control scheme also improves <transmission
efficiency for cthe BEN UJIX supported mail hosts. fo raduc2 the
trapsmission inefficiencies of intaractive traffic a modification to the .
TZLNET protocol and the host operating system provides traasmissioa and

achoing modes <cimilar to the tecnnigues discussed ror the TAC 1in

MK S SN 5

aragraph #.3.5. The transmission mode evaluation tachaigues should also

0
=

b2 used to determine the efrectiveness of this traasmission scheme.

5.3. Host Supported Network Accass (oaclusions and lecemmendations

Tha locally accessed IWFOMAIL host does not requir2 the network for
any function other than mail transfars. rie use of a local host as a
natwork 1interface +{for a terminal is a poor utilization of network

vandwidtb when the user is operatiing interactively. Jre alternative ot

110




utilizing the lcecal host as a more efficiant network intarface 1is

o
<
1

N incorpcrating the operating sytem and [ELNET modifications discussad in

*he previous paragraph. An external interface device, containing the

required software, should be an alternative to the medification of the

operating systam. The projected ind recommended 0UDN usace tariffs would

both encourage these mcdifications.

6.9. User I/0 Interface kfficiency Avalysis Summary and Recormendatioas

The user interface with the DDV and subseguently with the [NFOIAIL

system was mnmethodically dissected 2and analyzed according to the

BN

tficiancy criteria of Chapter Feur. [he 2valuation consisted c¢f an

examination of each component from the usar”s terminal up to the

P ——
-
o

supporting I%?, with the 2xclusicn of the communications lina2s. T[here

was inadegquate time to complat2 the wvaluation of th2 t2cnnique utilized

(ir to determine the transmission tbhandwidth of these lines but 1an

cbservation was made that a more cost effective technique than allowing
.. the uses to determine hkis bhandwidth requirements could Le made. The
evaluation of each componant of the user interface varisd according to
the function of that componeat. A repraesentative ma2il sessioa modal
quantified the differences In reauired netuorx resources {for che
different terminals. Alsc the tinancial and use finteroperability

ragsource requirements for tihe  terminals were doterminad. A

w

theoretical evaluation of the network resource requirements of the
¢ tarminal and host supported network access technigues revealad tneir
limitations. The results indicated significant inefficiencies io the

use of the DDON to access I[NFOMAIL. “Whether it is 1 terminal to a TAC or

a terminal through 2 networx host, the user/network interface does not
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vrovide the most network transmission etticient nacans to coemmunicate.

It is recomma2aded that tihe TAC be modified to provide a more network

L.

afficient transmissioa mode. In addition these modifications should

also be included in the operating systems of network hosts that support
LNFOMAIL access. The evaluation of user [/) devices determinred that tne

e
personal computer was the preferred terminal. The intelligeat terminal J
had the same 2afficieuncy as the perscnal computer but lacked the .

y

flexibility of the procramaing capability. The teletype had the lowest

A

efficiency performance against tne evaluation criteria. Recommend chat
DA encourasze INFOMAIL users to utilize the more transmission eificient
parsonal computer when accassing tha petworx, 1lhe Jsaze taritf provides

an incentive for the usars to adopt transmission efficient terminals or

T

modifv tra2ir current units to vprovid2 local storaze and editing

capahbilities. Ihe rvesults will lower the user”s cost and utilize tne

JDN rasources more oiftficientlv. The fellowing chapter will summarize

rr

the conclusions of the officiency analysis and lay out prioritized

recomrendations to improve the 2fticiency of the INFOMAIL system on the

Ao a3 .'A'AJ‘ . .
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VII. Conclusions and Reccmmendations

7.9. Introduction

fhis <chapter concludes the cfficisncy analvsis of the ISFONAIL
application on the ©DDN, by summarizing the sienitficaant results and

outlining the pricritized strategia

w

for irplementing the

w

reconmendations for the specific inefficiancies noted in the previcus
chaptaers. Although thesa racommandations are not exnaustive and mainly
deal with network transmisslion 2fficiencies, they werz determined teo be
#ithian the area of CCA”s sreatest concera with the availalolza time.
Nonethzaless, the analvis and resulting recommendations for =2acn item

werce daveloped in light of their berefits and required resources. the

ravaitude of these required rescurces, in a Dol wide program, was

leterTinad trhrouzh pricr experience as aa Air force Program Manager 1o
c
L

ens2 satellite Communications 3ystem. To implament any of the

raconmendaticns, and  justify the recuired rescurces, the future

requirements  must ke understeod. The paragrapn following the
reconmendations will discuss the 2sgsentialicy cf this function.

7.1. Conclusicn

IThe results of the analysis of the INFOMAIL mail svstem indicated

o
n
[$1

es in every area that was analyzed. tnrough the use o

[

inefficienc
simulated @mail sessicao, the networ« resources for rfour 2lectronic mail
3ystens were o2valuated. Ine relative finaacial resources aecessary to

rrocure and support =acih wail system were also compared as part of the

tenology  a2valuation. the last evaluation «c¢riteria was e2acit mail

-

system” s user interoperability efriciency whicn is dependent or the
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